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Abstract—Nowadays, in such a high-tech living lifestyle,
profusion of multimedia data are produced and propagated
around the world. To identify meaningful semantic concepts
from the large amount of data, one of the major challenges
is called the data imbalance problem. Data imbalance occurs
when the number of positive instances (i.e., instances which
contain the target concept) is greatly less than the number
of negative instances (i.e., instances which do not contain the
target concept). In other words, the ratio between positive and
negative instances is extremely low. Rebalancing the dataset is
usually proposed to resolve the problem by sampling or data
pruning. In this paper, we propose a sampling method which
consists of three stages, namely selecting features to identify
the negative instances, producing negative ranking scores, and
performing sampling. The method is compared with some other
existing methods on the TRECVID dataset and is demonstrated
to have better performance.
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1. INTRODUCTION

Efficiently manage multimedia big data becomes an im-
portant topic in both academic community [1]-[4] and indus-
try environment [S]—[7], since the amount of multimedia data
increases exponentially every day. YouTube official website
announced 300 hours of videos are uploaded to YouTube
website every minute [8]. Another well-known social media
platform Flickr also announced that the average number of
photos shared on Flickr is 1 million per day [9]. To cope with
the enormous amount of multimedia data, many challenges
need to be conquered, including integration among multiple
modalities [10]-[16], high dimensions of the features [17]—
[24], and data imbalance problem [25]-[30], etc.

Among all these challenges, data imbalance problem in
particular has drawn attention from researchers in both data
mining and machine learning areas, specifically to improve
the results for classification and semantic concept detection.
In a general classification process, training data is given to
train the classifier in understanding the data characteristics
for both positive and negative classes. At this stage, the
sampling size and the data distribution usually greatly in-
fluence the performance. However, data imbalance problem
commonly takes place, where the number of positive training
instances is excessively less than the number of negative
training instances. Because of the insufficient number of
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positive instances, the classifier is not able to obtain enough
information and it will incline to classify instances into

negative instances.
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Figure 1: Sampling Method

To resolve the data imbalance problem, two types of sam-
pling methodologies are usually utilized, i.e., oversampling
and undersampling. As shown in Figure 1, oversampling
methods [31]-[33] try to balance the data by adding more
duplications of positive instances. The major drawback is
that the computation time for training the classification
model will greatly increase due to a larger training data set.
On the other hand, undersampling methods [34]-[36] filter
out the extra negative instances so that a more balanced data
set can better represent both positive and negative classes.
The potential weakness of the undersampling method is that
the representative negative instances might be pruned and
the remaining negative instances are not able to provide
enough information for negative concepts. To sum up, a good
sampling method should be able to reduce the computation
time while having adequate information for both positive
and negative concepts.

In this paper, we propose a new thinking of performing
sampling based on the negative ranking scores. Instead of
pruning out the instances, which are unlikely to be identified
as positive instances, from the training data, our proposed
method can be formed by three components: feature se-
lection for negative instances, producing negative ranking



scores based on the selected features, sampling the data by
selecting only instances with higher negative ranking scores.

The rest of the paper can be organized as follows: In
section 2, a detailed description of the proposed method will
be given. Experimental setup, the evaluation criteria, and the
comparative experimental results are depicted in section 3.
Finally, section 4 concludes the paper by summarizing the
contribution and pointing out the discovery from this paper.

II. PROPOSED FRAMEWORK

In Figure 2, the proposed framework can be separated
into three major components which are all designed mainly
considering the negative class. First, a negative-based fea-
ture selection method is proposed to identify significant
features for negative classes. It is inspired and motivated
by an existing work named FC-MST [17]. Originally, the
work was proposed to choose an optimal feature subset
by removing the redundant and irrelevant features, thus
utilizing the selected features can accurately detect the
semantic concepts. In other words, the features are selected
to correctly identify positive instances. In this paper, the
focus is changed toward the correlation between features
and negative concepts. Second, given the selected features,
the negative ranking score can be calculated per instance,
where the higher the score is, the higher possibility it has
to be classified as negative instances. Thus different levels
of negative concepts can be assigned to each instance.
Third, the negative ranking scores generated from the second
component are leveraged to perform the sampling process.
In this proposed sampling method, only the representative
negative instances are chosen and integrated with the positive
instances to train the classification model.

A. Negative-based Feature Selection Method

FC-MST (Feature Correlation Maximum Spanning Tree)
was proposed in [17] to select optimal feature subsets in
enhancing semantic concept detection results. It contains a
three-stage process which aims to remove the redundant and
irrelevant features toward positive concepts. Because it has
shown its ability in finding the better feature subset to detect
positive concepts, the proposed method is derived and moved
the shift toward detecting negative concepts. The original
training data set is given as shown in Table I. Later, it is
discretized using MDL (Minimum Description Length) [37]
based on only the label of target concept negative. According
to the discretization results as shown in Table II, features
with only one interval are removed at this stage.

Multiple Correspondence Analysis (MCA) is taking place
after the discretization process. It is adopted because its ef-
fectiveness has been shown in various research areas, includ-
ing video semantic concept detection [25], [27], [38], [39],
feature selection [18], discretization [40], etc. It projects
all feature intervals per feature onto a two-dimensional
space formed by two major principal components, PC}

Table I: Example of the Original Features

Feature | Feature Feature Target s

1 2 M Con'c.ept Concept

Positive | Negative
Inst. 1 -0.49 1.08 -0.45 1 0
Inst. 2 -0.56 -0.85 -1.32 0 1
Inst. 3 -0.61 -2.21 1.33 1 0
Inst. 4 -0.48 -0.97 -1.01 0 1
Inst. 5 -0.53 -1.54 0.97 1 0

Table II: Example of the Discretized Features

Feature | Feature Feature Target
Concept
1 2 M -

Negative
Inst. 1 Fl F? .| EM 0
Inst. 2 F F2 | FM 1
Inst. 3 Fl F? .| FM 0
Inst. 4 Ff F3 | M 1
Inst. 5 Fl F? .| FM 0

and PC5, where Pos represents the positive concept and
Neg represents the negative concept. Following the similar
process in [17], Correlation o (e.g., o3) and Reliability
[3;- (e.g., 33) are considered when generating the feature
correlation. However, the two factors are generated using the
cosine value and the absolute distance between the feature
interval and the negative concept instead of the positive
one. As shown in Equation (1), each feature correlation
toward the negative concept F'C; (i represents the feature
index) is calculated by summing up the Correlation o and
Reliability B per interval with the corresponding weights,
e.g., omega; and omegas, and then divided by the number
of feature intervals j. The detailed description can be found
in [17], [18].
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The negative feature correlations are used as the edge
weight in forming FC-MST proposed in [17]. Two feature
pruning conditions are set to eliminate the irrelevant and
redundant features, which are listed as follows.

o If FC;; < FCiny and FC,;; < FCjy, then Edge ij
will be removed from the formed FC-MST. i and j
represents the index of the feature and NN represents
the negative concept.

o After FC-MST is separated into different connected
components, choose only the representative feature
from each component. In other words, the feature with
the maximum feature correlation toward the negative
concept will be selected into the final feature subsets.
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Figure 2: The proposed negative-based sampling method for multimedia retrieval
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Figure 3: Using MCA to obtain the correlations between
the feature intervals and the negative concept

B. Negative-based Ranking Scores

In section II-A, the process of selecting a feature subset
to identify negative instances is finalized. Therefore, based

on the aforementioned feature subset, the transaction weight
learnt from MCA is introduced here to generate a negative
ranking score per training instance. In Equation (2), each
feature interval will be assigned a weight Weightz», where ¢
represents feature’s index and j represents feature interval’s
index. It calculates the cosine value based on the angle be-
tween a feature interval and a negative concept as previously
shown in Figure 3.

Weighté— = cos(@j—) 2)

Once the weight for each feature interval is obtained,
the transaction weight can be calculated by looping through
all the features within one instance and accumulating the
corresponding feature interval’s weight as shown in Equation
(3). In this equation, k represents the instance index and M
represents the number of features.

M
TransactionWeighty, = Z Weighté 3)

=1



C. Negative-based Sampling Method

As shown in Figure 4, given two lists of ranking scores
in descending order for both positive and negative concepts,
we propose to sample the instances with higher ranking
scores from both sides. It is naturally to think that the
sample subset containing well-represented instances for both
positive and negative concepts can enhance the classification
result, especially when dealing with an imbalanced data set.

Training Data

J

i |

Figure 4: Negative-based sampling method

III. EXPERIMENTS
A. Dataset

TREC Video Retrieval Evaluation (TRECVID) is an an-
nual worldwide competition [41], which is held by National
Institute of Standards and Technology (NIST). It aims to
improve the content-based analysis on a large collection
of digital videos. In TRECVID 2011 semantic indexing
(SIN) task, the dataset, which is composed of 200 hours
videos with durations between 10 seconds and 3.5 minutes,
is used to validate the proposed framework. To utilize the
data set, one or multiple keyframes are extracted from
each video shot and each keyframe represents one instance
in the classification model. Each semantic concept, i.e.,
outdoor and person, has the label information because of
the collaboration efforts coordinated by Georges Quenot and
team [42]. The data set is selected in this paper because of
two reasons. The first reason is that the size of the data set
is sufficient. The second reason is that it contains severe
data imbalance problem. The statistic information of the
data set is listed in Table III and Table IV. P/N ratio is
calculated using the number of positive instances divided
by the number of negative instances.

B. Experimental Setup

Mean Average Precision (MAP) is selected to evaluate the
proposed framework, in comparison to some other related
work. It is a well-known evaluation method, specifically

1 [
1 I
Positive | Negative | | |
X I X I
Ranking | Ranking I Descending
Scores :q | Scores | | ' Order

Table III: TRECVID 2011 Semantic Indexing TACC.1.B
Statistic Information

Semantic Indexing Task Data Set IACC.1.B
TRECVID Year 2011
Number of Concepts 8

Number of Training Data Instances 262911
Number of Testing Data Instances 137327
Average P / N Ratio 0.0829

Table IV: Semantic Concept and its ratio between the
number of positive instances and negative instances

No. | Concept P / N Ratio
1 Adult 4.13%

2 Face 5.93%

3 Indoor 4.38%

4 Male_Person 5.03%

5 Outdoor 13.82%

6 Overlaid_Text | 3.33%

7 Person 26.96%

8 Vegetation 3.73%

when it is used to validate the classification ranking results
for positive concept only. The higher the MAP value is,
it means that it has higher possibility to correctly detect
positive concept from the Top N listed instances.

As listed in Table IV, 8 concepts are selected to validate
the performance of the proposed framework and other re-
lated works. The semantic concept, such as “Yasser Arafat”
with the least number of positive instances, was not selected
because its extremely low P/N ratio, e.g., 0.000015 makes
it hardly affected by any sampling methods.

The experiment is designed to prove the assumption that
when coping with imbalanced data, it is important to sample
the data by choosing the representative instances for positive
and negative concepts. Therefore, the proposed framework
is compared with three different results: Original, RS, MCA-
based. Original is the original training data without any
sampling process. RS stands for Random Sampling and it
means that negative instances were randomly filtered from
the training data. Lastly, MCA-based stands for MCA-based
Data Pruning Method, it has published in [25] and the
method focuses on pruning out the instances, which are
most likely identified as negative instances. Unlike other
methods, the proposed work aims to keep the instances in the
classification model, which can well represent both positive
and negative concepts.

C. Experimental Results

The experiments are conducted on 8 semantic concepts
with different P/N ratios. In Table V, MAP value based
on different retrieved levels, such as Top 5, Top 10, are
presented for different sampling methods considering all the



Table V: Different retried levels of MAP values for all the semantic concepts

Framework | Top5 Topl0 | Top20 | Top30 | Top40 | TopS50 | Top80 | Top100 | Topl150 | Top200 | Overall
Original 0.6167 | 0.6029 | 0.5517 | 0.5283 | 0.5177 | 0.5004 | 0.4636 | 0.4515 | 0.4208 | 0.4055 | 0.1328
RS 0.5268 | 0.4766 | 0.4712 | 0.4184 | 0.4078 | 0.3977 | 0.3793 | 0.3669 | 0.3572 | 0.3459 | 0.1074
MCA-based | 0.6238 | 0.5458 | 0.5128 | 0.4787 | 0.4616 | 0.4445 | 0.4132 | 0.4032 | 0.3851 | 0.3726 | 0.1375
Proposed 0.6984 | 0.6474 | 0.6116 | 0.5826 | 0.5754 | 0.5629 | 0.5429 | 0.5268 | 0.4966 | 0.4753 | 0.1504
Table VI: Different retried levels of MAP values for Semantic Concept 7 (Person)
Framework | TopS Topl10 | Top20 | Top30 | Top40 | Top50 | Top80 | Top100 | Topl50 | Top200 | Overall
Original 1 1 0.9606 | 0.9219 | 0.8812 | 0.8267 | 0.7552 | 0.7166 | 0.6560 | 0.6260 | 0.2181
RS 0.4777 | 0.5259 | 0.4989 | 0.4802 | 0.4801 | 0.4818 | 0.4721 | 0.4684 | 0.4753 | 0.4776 | 0.2366
MCA-based | 0.5833 | 0.5238 | 0.4775 | 0.4443 | 0.4382 | 0.4421 | 0.4369 | 0.4334 | 0.4357 | 04398 | 0.2354
Proposed 1 0.95 0.8913 | 0.8351 | 0.8131 | 0.7866 | 0.7574 | 0.7363 | 0.6961 | 0.6673 | 0.2421
Table VII: Different retried levels of MAP values for Semantic Concept 6 (Overlaid Text)
Framework | Top5 Top10 | Top20 | Top30 | Top40 | TopS50 | Top80 | Top100 | Topl50 | Top200 | Overall
Original 0.3333 | 0.3333 | 0.2116 | 0.2116 | 0.2116 | 0.1830 | 0.1458 | 0.1508 | 0.1576 | 0.1582 | 0.05551
RS 1 0.6666 | 0.6666 | 0.3279 | 0.3310 | 0.3297 | 0.3143 | 0.3025 | 0.2871 | 0.2762 | 0.04054
MCA-based | 1 0.7888 | 0.6697 | 0.5674 | 0.5309 | 0.4783 | 0.4258 | 0.4078 | 0.3960 | 0.3795 | 0.07336
Proposed 1 0.8678 | 0.7487 | 0.6464 | 0.6099 | 0.5573 | 0.5048 | 0.4868 | 0.4750 | 0.4585 | 0.15236

o0 The results are also presented in Figure 5.

v To further investigate the effective of the proposed work

0.6000 on semantic concepts with different P/N ratios, we breaks
down the results into single concept. In Table VI, these are
the results for concept 7 “Person”, which has the P/N ratio
up to 26.96%. As shown, the proposed framework is not
able to gain much advantage from retrieved level “Top 10”

to “Top 507, but it manages to produce better results when
02000 MCA-based considering more retrieved data instances. On the other hand,
both RS and MCA-based have less MAP values for all the
levels except for the last one when comparing to original
data.
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The classification results of concept “Overlaid Text”,
which has a relatively small P/N ratio 3.33%, are depicted
in Table VII. It clearly demonstrates that the proposed work
outperform all the other works in all the levels. Specifically,
it improved almost 10% compared to the original data
when calculating MAP value based on all the instances.
Although, RS and MCA-based are able to produce better

Figure 5: Comparison Results: MAP values in different
retrieved levels

concepts. RS did not make any improvement and it seems to
trade the precision with using a smaller training set. MCA-
based is able to demonstrate a higher MAP value compared
to the original data set, but the improvement is relatively
minor. The proposed method is able to produce the highest
MAP values in every retrieved level and the improvement
rate ranges from 1.7% to 7.2%. In addition, it has average
9.92% higher MAP difference and at least 14.68% higher
MAP difference across all the retrieved levels against MCA-
based method and Random Sampling method, resepctively.

MAP values compared to the original training data, which
shows the importance of performing sampling method on
large data set. The difference between the proposed method
and other two methods pointed out the fact that it is crucial
to considering representative instances when designing a
sampling method. Moreover, the proposed method aims to
keep the representative negative instances while performing
sampling method. Thus, it is able to perform much better
results against other sampling methods when the P/N ratio
of concept is relatively high.



IV. CONCLUSION

The paper proposed a new thinking when designing a
sampling method and it consists of three major steps: nega-
tive feature selection, negative ranking score generation, and
negative-based sampling method. First, a negative feature
selection method is derived from an existing work called FC-
MST [17] to identify features, which are highly correlated
with negative concept. With the selected features, MCA
is adopted to generate the transaction weight (a negative
ranking score) for each instance accordingly. Since the
higher the ranking score is, the more likely the instances
will be identified as negative instances, the proposed sam-
pling method utilizes this information and selects only the
instances with higher negative ranking scores.

TRECVID 2011 data set is selected to testify the perfor-
mance on different levels of imbalanced data. The proposed
method is compared with two methods and the original
training data without sampling method. Based on the results,
it can conclude into threefold. First, the proposed method
clearly demonstrates its strength when coping with imbal-
anced data set. Second, sampling method like ‘“Random
Sample” does not always have better results since ran-
domly filter out the negative instances might result in poor
classification performance. Lastly, the experimental results
have validated the proposed assumption that it is important
to select the representative instances for both positive and
negative instances when applying sampling method.
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