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Abstract—With the rapid increase in the amount of multi-
media data, the researches on semantic information retrieval
are facing a very challenging problem - the number of positive
data instances with the target concept/object/event compared
with the number of negative data instances without the target
concept/object/event is much smaller, which is also called the
data imbalance issue. Therefore, one of the popular topics
in multimedia information processing and retrieval is data
pruning, a technique that can automatically identify and prune
the data instances from the training data set so that the pruned
data set is able to enhance the performance of model learning,
classification, and concept detection. In this paper, a novel
data pruning framework which gives each transaction a weight
based on multiple correspondence analysis (MCA) is proposed.
These transaction weights are used as the measure for pruning
the training data set. Meanwhile, the testing data set could
be weighted and pruned as well so that the computational
cost is reduced not only when building the model but also
when applying the classifiers. Experimenting with18 high-level
concepts and the benchmark (both balanced and imbalanced)
data sets from TRECVID, our proposed framework achieves
promising results to enhance the concept detection performance
of three well-known classifiers commonly used for concept
detection.
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of positive data instances of the target concept, object, or
event is quite insufficient in the multimedia database. When
there are too many “noisy” data instances in the training
data set, they can mislead the algorithm, create confusing
boundaries, and increase the complexity. Even for some
algorithms that have the abilities to ignore the noisy data
instances and optimize the mechanisms or training models,
e.g., Support Vector Machine (SVM) and Neural Network,
there are data instances adversary to learning and thus the
performance is still poor. Therefore, the data imbalance issue
is considered as one of biggest challenges [6][7]. To address
the data imbalance issue, tata pruningprocess/technique
can be utilized in the manner that given the training data set
and the learning model, it can reduce the data set and select
the representative data instances as the new training data set
so that the performance of the model and the classification
result would be improved.

For traditional document retrieval, information filtering
is either content-based or collaborative one. The content-
based method is usually based on the term frequency of text
documents and the collaborative filtering method is based on
the particular user’s selection. The filtering algorithms inte-
grated the content-based filtering and collaborative filtering
are studied for the audio, image and video media in the later
years [8]. For pruning multimedia data, the most simplest

With the advanced techniques of digital record devicesmethod to select the sample data set would be simple random
the fast development of the Internet platform, and thesampling (SRS). However, this leads to unsatisfactory results
low cost of storage devices, it becomes much easier tdue to the fact that the random samples (data instances) may
distribute and collect the multimedia data nowadays. Thewot adequately represent the entire data set. Researchers have
rapid increase in the amount of the multimedia data, théeen investigating several categories of approaches to select
inefficient traditional text-based information retrieval ap-the samples and prune the “meaningless data instances” for
proaches, and the high demands for the multimedia analysibe learning model [9][10].
and management applications have motivated the researchersOne category of techniques is the probability-based. The
to devote into the area of content-based multimedia retrievahethods in this category prune the samples that could be

[1] [21[3][4].

identified by estimating the posterior probability of the

The training set is very important for multimedia retrieval possible label of each sample. Angelova et al. [11] first
and classification, since the use of a good sampling datmtroduced data pruning to computer vision community and
set would potentially influence the results significantly [5]. used the Naive Bayes approach to estimate the posterior
However, the data size is usually very large and the numbeprobability of the label given a sample. The data instance



whose estimated label is different from the original label ishave utilized theMultiple Correspondence Analysis (MCA)
considered as the data instance to be pruned. The autharsethodology to capture the correlation between the fea-
in [12] proposed an algorithm to remove the confusing datdures and the classes, and generate the association rules
instances by studying the behavior of AdaBoost trained oror classification. MCA is an extension of standard corre-
the resulting data set. They used Platt scaling to converdpondence analysis to more than two variables [22]. While
the estimated labels directly into the averaged posterioconsidering a multimedia database, the columns represent
probabilities of the label of each data instance. Herman ethe features and classes and the rows represent the data
al. [13] presented that data pruning algorithm based on thastances. This correlation information gives us important
recursive Bayes approach and AdaBoost could increase tHaowledge such as (1) each transaction has an un-equal
confidence of the predictions in every iteration and minimizeweight, (2) different features demonstrate different weight
the number of predictions that have low confidence. contributions, and (3) even for the same feature, it has
Another category is the distance-based data pruning tecldifferent weight contributions to different classes. Here, a
nigues that the detection of the data instances to be prunddhnsaction is defined as a data instance consisting of the
is based on the distance measure. In [14], a simple distandeature-value pairs discretized from the low-level features.
measure that compares the histograms of the sample dafar the training data, a transaction is a data instance without
set with those of the whole training data set was proposedhe class label; while for the testing data, since the class label
in order to estimate the representativeness of the sample unknown, a transaction is a data instance. Therefore, MCA
data set. Experimented on image and audio data, the results applied to weight each transaction. Each transaction in
showed an elegant manner of noise reduction. In [15], thehe multimedia database is associated with an initial weight
geodesic distances between pairs of data instances were usgfdl. The transaction weight is updated with the sum of the
to subsample. The estimated geodesic distances calculatedrrelation information of each feature obtained from MCA.
by Isomap were sorted in an increasing order. If any geodesi€he algorithm is able to automatically and adaptively choose
distance between the current data instance and the others w@ds the threshold for the weight so that only the features best
smaller than a given threshold, then that data instance wouldepresent the data would be weighted, and (2) the threshold
be deleted. The value of the threshold was determined basddr the total transaction weight to determine whether the data
on the number of the pruned data instances. In [16], onlynstance should be pruned or not.
the objects’ mutual distances were utilized and it did not To evaluate our proposed framework, we ude&dhigh-
need to place any constraint on the data and the distandevel concepts and (both balanced and imbalanced) data
function. sets from TRECVID 2007 and 2008 [23]. The perfor-
The third category of the data pruning techniques ismance evaluations of three well-known classifiers, namely
density-based. Unlike the distance-based methods that hatlee Decision Tree(DT), Support Vector MachingSVM),
limited abilities of handling the data sets with varying and Neural Network(NN), trained by the training data set
densities, the density-based approaches on the other habdfore and after pruning, are presented to demonstrate the
have the ability to do so. The one relied on the Local Outlierefficiency and effectiveness of our proposed MCA-based
Factor (LOF) of each object [17] was the most influentialdata pruning framework. The reasons these three classifiers
approach. The LOF of each object was based on the densityere used are that they are the most popular classifiers in
of an object’'s neighborhood which specified the minimumthe TRECVID community. Overall, our proposed framework
number of objects in the nearest neighborhood. The objects able to prune around0% of the negative (non-concept)
to be pruned were with a high LOF. data instances from the balanced data sets and &gt
The fourth category is the clustering-based data prunin@f the negative (non-concept) data instances from the imbal-
techniques, where the detection of the data instances to leced data sets. The performance (recall, F1-score, average
pruned is based on the clustering process. Xiong et al. [18ccuracy) of the classifiers increases more th@# using
proposed the hyperclique cleaner (HCleaner) based on th@e pruned data sets for dl8 concepts.
hypothesis that once the data is clustered, the noisy objects This paper is organized as follows. In Section I, the
are the farthest from their corresponding cluster centroidsproposed framework is presented and detailed discussion
The HCleaner used the hyperclique patterns as a filter ton each component is provided. The discussions on the
eliminate data objects that were not tightly connected tcexperiments as well as the result analysis are given in
other data objects in the data set. Sarawagi et al. [19%ection Ill. Section IV concludes this paper.
discussed a Top-K method of collapsing and pruning data
instances. The Top-K queries returned the set of K largest
groups in the data, and the data instances that were guaran-
teed not to belong to any of the Top-K groups were pruned. A novel data pruning framework that utilizes the MCA-
In this paper, we propose a novel correlation-basedased transaction weights is proposed. The system architec-
data pruning approach. In our previous study [20][21], weture of our proposed MCA-based data pruning framework is

[I. THE PROPOSEDMCA-BASED DATA PRUNING
FRAMEWORK



shown in Figure 1. As can be seen from this figure, our pro- 3 )

posed framework is composed of three components, namely Feature Extraction :+l TRECVID Data
Data Preparation ComponenData Pruning Component | - J
andModel Training and Classification Component : i maisrical tapired

I - 1

I

In the data preparation component, a se2®flow-level T
. . . . . ] i t 4
audio-visual numeric features is extracted from the V|deo|

data and the normalization process is applied to scale allu ¢ normalized featires

numeric values (skipping the class label feature) in the data| .

set to lie between zero and one. The normalization technlque Data Splitting

adopted here is to subtract the minimum value and divide byu . ;
the range between the maximum and the minimum vaIues| y y ¥ ' v
for each features. The normalized data is then split |nt0| Mg Dita ' l Tésting Diita
a training data set (two thirds of the whole data) and au

testing data set (one third of the whole data). In order t0| v

apply MCA properly, each feature in the training data set is | Y :gnitiong
discretized into several partitions (i.e., feature-value pairs), | Discretization | —————»
and the same partition ranges are used to discretize the
testing data set. After the discretization process, both the'==s=s=s=s====

i_ nominal feabwes __ ___ | |

discretized training and testing data sets are passed to thu (2) - — X N 4 :
Discretized MCA I

data pruning component. . -[ Training Data 4_[ | |
In the data pruning component, we first apply MCA to | : : ’ |
the discretized training data set to compute the MCA- based. v ) Y . :
transaction weights (to be detailed in Section II-A). Using | Tinshation Weikis Discretized :
the transaction weights, the thresholds for data pruning can : = Lasting L I
be determined. In order to obtain the best thresholds, an| ' i
iterative process is carried out (the dashed lines in F|gure| : ) . | thresholds |
1 and to be discussed in Section II-B). The best threshold3| beraass Data Pruning = :
obtained will be utilized to prune the discretized testing data| I E
set. _-:::::::1F:::::::::v::::'
Finally, the model training and classification component ! (3) ; Prancd Y ( Peaned :
takes the pruned training data set to train/build the classifier,! Training Data [ Testing Data I
and the trained classifier takes the pruned testing data set fo I
concept detection (classification). The classification results! ) v < I
(i.e., high-level concept detection) are then evaluated using| Training Models I
the precision, recall, and F1-score metrics. ! i

I

A. MCA-based Transaction Weights i L] i
After discretization, the numeric data instances in thei Tined Chssifory: ]@———— I
training data set are converted to nominal data instances. Fo| ¢ I
example, the low-level feature values in the training data set; = I
shown in Table | can be discretized to the feature-value pairs| TRECVID Concepts I
shown in Table Il. Each numeric feature has various nominalL ______ e j

feature-value pairs4{ (where j=1 to the total number of
partitions for theith feature andi=1 to 28). For instance,
featureyr (i.e.,i=17) is the feature of the pixel changes, and
it is converted ta3 partitions by applying discretization (i.e., Table |

j:]-, 2, or 3) Feature-value pairSA(17:A%7), (A17:A%7), EXAMPLES FOR NUMERIC DATA INSTANCES IN THE MULTIMEDIA

Figure 1. System architecture of the proposed MCA-based data pruning
framework

and (4;7=A3.) represent the partitions of the feature value Featurer T fea wr::TABfSE Featureas | class
ranges (), 0.32865], (0.32865, 0.5044], and (.5044, 1], (A1) (As) (Ass)
respectively. 0.23 0.78 0.05 Cp

The multiple correspondence analysis could be used to 0.10 070 | .. 0.18 Cn
capture the correlation among more than two variables in the 017 067 » 078 ron
table [22]. In our study, each training data instance is one

row in the table and is represented by the values of all the



Table Il

. ] ] .
EXAMPLES FOR NOMINAL DATA INSTANCES IN THE MULTIMEDIA Otherwise, wherungle; betweenA; and C,, is less than

DATABASE 90, then the negative sign is set. Th&W eight; value can
feature; | features Featuregs | class be calculated. Table IV shows some examples.
(A1) (A2) (Az2s)
” - TWeighty =Y weight!; (1)
Al A3 Al Cn _ =1
weight] = +(180 — angle!)/90. (2)
Table IV

feature-value pairs belonging to the features together with ExAMPLES FOR FEATUREVALUE PAIR WEIGHTS AND TRANSACTION

the class label feature in the columns of the table. Therefore, WEIGHTS

MCA is applied to project the feature value space into the featurer | features featurezg | TWeighty
_principle_ component space and to calculat_e the correlation (fé% (1A32; (f2985) 3556
information between each feature-value pair and each class 1.05 132 1.05 1360
for the training data instances. From the calculation of the
inner product of a feature-value pairt{) and class @, -1.05 132 -1.92 -2.123

or C,), i.e., the cosine of the angle, the anglexgle! €
[0,180]) could be captured as a measurement to represent
the correlation, where is from 1 to 28, j varies for each Note that in the traditional multimedia databases, the data
feature froml to the number of partitions for each feature, instances are usually considered to be equal, and the feature-
C, is the target concept class, agg, is the non-concept value pairs in each data instance are also considered equally
class. important with respect to the class labels. On the other
If angle{ between feature-value pamj and the class hand, when applying the strategy of MCA-based transaction
label C,, is smaller than90 degrees, it shows that the weights to the training data, the transaction weights of the
feature-value pair has a higher correlation relationship witrdata instances can have different values, and the feature-
the positive class. Ifingle! between the feature-value pair value pair weights can fall into the range pf2,2] (i.e.,
A} and the class label,, is smaller than90 degrees, it weight] € [-2,2]). In other words, by utilizing MCA,
demonstrates that the feature-value pair indicates a high#¢he feature-value pairs can be weighted differently based
correlation relationship with the negative class.aiigle{ on their correlation to the various class labels. Note that
is equal t090 degrees, it means that the feature-value paidue to our definition of the transaction weights, when the
has equal correlation relationships with both positive andabsolute values of the corresponding weight values are large,
negative classes. the data instances are considered as typical/pure positive or

EXAMPLE TRANSACTIONS IN THE TRAINING DATA SET

Table Il

negative data instances. Therefore, the transaction weights
can be used as a measure to identify the noisy data instances.

featurer | featurea featureag B. Threshold Determination
(A1) (A2) (A2s) . . .
A7 A3 Al After getting the weight for each feature-value pair, the
A A3 Az, thresholds for the weights that can capture the best repre-
sentative feature-value pairs for each class should be deter-
Al A3 AZ ; ;
1 2 28 mined. In our proposed framework, the non-zero weights

are sorted in the ascending order without duplicate values
for each class label, and an iterative process is carried out

In our proposed framework, a transaction in the trainingin order to find the best threshold value for the training data
data set is defined as a data instance without its correspondet. In each iteration, a different threshold value is applied
ing class label. Table Ill gives some example transactions imo the training data set and the one with the highest F1-score
the training data set. The transaction weight for each dates selected as the threshold value.
instance,'Weight;, (shown in Equation (1)), is calculated  The iteration for positive weight threshold starts from the
by the sum of its feature-value pair weightsight! (shown second smallest value to the number of the sorted non-zero
in Equation (2)), wherek=1 to the total number of data positive weights without duplicate, which ensures that at
instancesi=1 to 28 features, anflcan be any value between least one positive weight would be kept. The iteration for
1 and the number of partitions for tié feature. In addition, negative weight threshold starts frointo the number of
when angle! = 90, we setweight] = 0. Whenangle]  sorted non-zero negative weights without duplicate. Every
betweend! andC,, is less thar90, then positive sign is set. feature-value pair weight is checked so thatifight] is



higher than the positive weight thresholdmfz‘ght{ is lower I1l. EXPERIMENTS AND RESULTS
than the negative weight threshold, then it is kept. Otherwise,
the weight is set t@. Using these updated feature-value pair Our proposed framework is validated using the available
weights, the transaction weights of the training set can béata taken from the videos used in the TRECVID high-
obtained. level feature extraction task in 2007 and 2008 [23]. The
Let mean,,., be the mean of the transaction weights forNine high-level concepts (or concept classes) which were
those transactions belonging to the non-concept class, artf€d in our previous study [21] are hand, urban, crowd,
stdney be the standard deviation of the transaction weight€"SO", two-people, outdoor, building, vegetation, and road.
for those transactions belonging to the non-concept clas&0r these nine concepts, the data sets are considered as
index is from 0 to 49, which gives the biggest value of this Palanced since they were generated with the 50% ratio,
thresholdmean e, + stdne,, and the smallest value of this including all thg posmvg data instances and .the random!y
threshold,meannég + stdn;g x 0.08. From our empirical selected nggatlve data instances that are twice of the size
study, std,., x 0.08 is small enough to be around. of .the positive ones. The other nine high-level conpepts
The algorithm can also automatically and adaptively choosé/hich are considered as the imbalanced data sets include
another threshold (i.ethreshold3 defined in Equation (3)) SPO'tS, cityscape, snow, nighttime, boat-ship, singing, police,
for the total transaction weight to determine whether thgmilitary, and car. For these nine concepts, all the positive
data instance should be pruned or not. In order to determin@Nd Negative data instances were used, and the ratios of
threshold3, another iteration with applying different thresh- POSitive vs negative data instances are all very small. The
old values (i.e., varying théndex values fromo to 49) to descriptions of these high-level concepts are available in
the training data set is processed, andthveshold3 value [23].

which vyields the highest F1-score will be used. To show the efficiency and effectiveness of our pro-
posed framework, the performances of three well-known

threshod3 = meanyeq + stdyey/(1 +index/4). (3)  classifiers, namely the Decision Tree (C4.5 algorithm, de-
noted as DT), Support Vector Machine (Sequential Mini-
Now, our proposed data pruning strategy works as folinal Optimization (SMO) algorithm, denoted as SVM), and
lows. If a transaction weight is larger than or equal toNeural Network (Multilayer Perception algorithm, denoted
this threshold3 value, the transaction is considered to beas NN) available in WEKA [24], trained by the original
estimated as a positive data instance. On the other hand, ifend pruned training data sets are compared. To evaluate
transaction weight is smaller than thisreshold3 value, the  the framework, the precision (pre), recall (rec), and F1-
transaction is considered to be estimated as a negative dataore (F1) performance metrics are adopted under3the
instance. Then the training data set is pruned so that onlfold cross-validation approach which ensures that each data
those true/pure positive and true/pure negative data instancésstance in the data set would be tested in the experiment.
that pass thighreshold3 value will be kept in the pruned In addition, the average accuracy values of the positive and
training data set. negative concepts for the imbalanced data sets before and
Each testing transaction is checked whether the correafter pruning are also presented.
sponding feature-value pairs exist and is weighted by the The results for the imbalanced data sets are shown in
updated feature-value pair weights. The transaction weightable V. Columng to 4 are the results before data pruning,
is calculated and the same data pruning strategy is applieghd columns5 to 7 are the results after data pruning. As
to these transactions. Similarly, the testing data set is prunetin be seen from Table V, using the original imbalanced
in the way that any data instance whose transaction weightaining data set, the models could not even be built since
is smaller than thehreshold3 value is pruned as a negative the precision, recall, and F1-score values are alnfost
instance. The remaining data instances are considered as thet our proposed data pruning framework enhances the
pruned testing data set. performance of DT, SVM, and NN classifiers with promising
The classification model (or classifier) will be trained results. The better recall values represent that more positive
using the pruned training data set, and the pruned testindata instances belonging to the concept class are classified
data set will be classified using the trained classifier. Sincegorrectly. It can also be observed that both the recall values
both the training and testing data sets have been prunednd Fl-scores of the classifiers trained by the pruned training
the computational costs of both learning and classificatiorflata set are higher than those trained by the original training
have been reduced. The final classification results consi¢tata set. The better F1-scores mean that the performances of
of two parts. The first part is the misclassified positive datehe classifiers are improved without misclassifying too many
instances during the data pruning process for the testing dateéegative data instances.
set and the correctly classified negative data instances. The To further demonstrate the efficiency and effectiveness of
second part includes the results generated by classifying thaur proposed framework, Table VI first shows the number of
pruned testing data set using the trained classifier. negative data instances (3rd column), the ratio of the number



Table V

PERFORMANCE EVALUATION FOR NINE IMBALANCED DATA SETS, bp a.nd SVM ap mean the_r-esults. b_efore prl{ning and after
WHERE COLUMNS2 TO 4 ARE THE RESULTS BEFORE DATA PRUNING pruning for the SVM classifier. Similar notations apply to
AND COLUMNS 5 TO 7 ARE THE RESULTS AFTER DATA PRUNING the DT and NN classifiers. It can be easily seen from the
sports SVM | DT | NN _J} SVM | DT | NN comparison results that the proposed framework enhances
Pre 0.00 | 017 | 0.33 | 0.11 | 0.10 | 0.07 h ¢ for all i ts und
Rec 000 T 00T T 000 018 T 0221 049 e average accuracy performance for all nine concepts under
F1 000 0021 0011 014 | 014 | 0.12 all three classifiers. For example, for terowconcept, the
cityscape | SVM | DT | NN [ SYM | DT | NN average accuracy for NN bp (NN classifier before pruning)
Pre 0.00 | 0.00 | 0.00 || 0.06 | 0.05| 0.04 is 0.50 (0.00 for the positive class and 1.00 for the negative
Efc 8'88 g'gg 8'88 8'3? g'é% gg; class); while the average accuracy for NN ap (NN classifier
o SV T DT TNN TSvM T DT T NN after pruning) rea(_:hes 0.79 (0.66 for the positive class and
Pre 000 | 0.00 0001 016 | 0.10 | 0.07 0.92 for the negative class).
Rec 0.00 | 0.00 | 0.00 || 0.47 | 0.60 | 0.66
F1 0.00 | 0.00 | 0.00 | 0.23 | 0.17 | 0.12 Table VI
nighttime SVM DT NN SVM DT NN IMBALANCED DATA SETS — INFORMATION OF THE NINE INVESTIGATED
Pre 0.00 | 035 | 045 || 0.18 | 0.18 | 0.09 CONCEPTS
Rec 0.00 | 0.13 | 0.04 || 0.45 | 0.50 | 0.64 Concept | # of negative | P/ N | Pruned negative
F1 0.00 | 0.19 | 0.08 0.25 [ 0.25 | 0.16 data instanceg ratio data instances
boat/ship | SVM | DT | NN || SVM | DT | NN 11 sports 14586 0.015 83.0%
Pre 0.00 | 0.23 | 0.46 || 0.12 | 0.09 | 0.07 2 | cityscape 14355 0.011 83.3%
Rec 0.00 | 0.04 | 0.04 | 0.25 | 0.31 | 0.47 3| snow 14691 | 0.008 84.0%
=i 000 10061 007 016 10141033 4 mghttlm_e 14301 0.014 84.6%
— 5 | boat/ship 14223 0.020 83.4%
singing | SVM | DT | NN || SVM | DT | NN 6 | singing 14379 0.009 83.4%
Pre 0.00 0.00 | 0.00 0.10 0.08 | 0.04 7 police 14655 0.011 85.0%
Rec 0.00 | 0.00 | 0.00 ) 0.29 | 0.29 | 0.47 8 | military 14619 0.013 82.2%
F1 0.00 | 0.00 | 0.00 | 0.15 | 0.13 | 0.08 9 car 14409 0.028 83.0%
police SVM | DT | NN || SYM | DT | NN
Pre 0.00 | 0.00 | 0.00 | 0.15 | 0.12 | 0.06
Rec 0.00 | 0.00 | 0.00 | 0.19 | 0.24 | 0.47
F1 0.00 | 0.00 | 0.00 || 0.06 | 0.16 | 0.10
military SVM | DT | NN || SYM | DT | NN 0.
Pre 0.00 | 0.00 | 0.00 || 0.03 | 0.03 | 0.04 0. 80 -
Rec 0.00 | 0.00 | 0.00 || 0.46 | 0.42 | 0.38 B 0.75
F1 0.00 | 0.00 | 0.00 || 0.06 | 0.06 | 0.07 0.1 I T T
car SYM | DT | NN || SYM | DT | NN s g gg I 1]
Pre 0.00 | 0.00 | 0.00 || 0.08 | 0.09 | 0.06 ¥ e I [
Rec 0.00 | 0.00 | 0.00 || 0.08 | 0.16 | 0.29 o
F1 0.00 | 0.00 | 0.00 || 0.07 | 0.11 | 0.11 g ?
0.40 : :
1 2 3 4 5] 3] T 8 2]
rnine imbalanced data sets
of positive data instances to the number of negative dat [61571 bp @ 5V 2p DT b DT o WA bp B ap|

instances (4th column), and the pruning rate of the negative
data instances (Sth column) for the imbalanced data Set&igure 2. The average accuracy of positive and negative classes before
From this table, it can be clearly seen that the data sets arad after pruning for imbalances data sets
very imbalanced since the ratios are between 0.8% and 2.8%
for these nine concepts. Furthermore, our MCA-based data In addition to the imbalanced data sets, our proposed
pruning framework is able to effectively prune more thanframework is also tested on those nine concepts used in
80% of the negative data instances for each concept, whicbur previous study [21], which are considered as balanced
in turn reduces the complexity significantly to enhance thedata sets. The results are shown in Table VII. Similarly, in
classification efficiency. For example, for teeowconcept, Table VII, columns2 to 4 are the results before data pruning,
the ratio between the positive data instances to the negativend columnss to 7 are the results after data pruning. DT,
data instance is as low as 0.8% and our proposed framewoi®VM, and NN represent the Decision Tree classifier, Support
is able to prune 84% of the negative data instances. As cavector Machine classifier, and Neural Network classifier,
be seen from Table V, such pruning improves the Fl-scorghile Pre, Rec, and F1 represent the precision, recall, and
values of the SVM, DT, and NN classifiers from 0, 0, and F1-score values.
0 to 0.23, 0.17, and 0.12, respectively. It can be observed from Table VII that using the original
Next, the average accuracy results of the positive andbalanced training data sets, most of the classifiers could build
negative classes using the original and pruned testing datae models and give reasonable precision, recall, and F1-
sets for the nine concepts are shown in Figure 2. Here, SVMcore values. Due to the trade-off between precision and



recall, a better F1-score value is usually considered as better IV. CONCLUSION
performance to demonstrate the accuracy of the proposed |, this paper, the MCA-based data pruning framework us-

framework. On the other hand, the classifiers trained by the transaction weights based on correlation is proposed
using the pruned training data sets, are able to reach highgs™ hangle multimedia semantic retrieval related problems
recall and Fl-score values than those classifiers traineg,.n, as the large data size and the imbalanced data in a
by the original data sets. This conclusion not only showsyimedia database. We utilize the functionality of MCA
that our proposed pruning strategy assists the classifier§ measure the correlation between the extracted low-level
in identifying more positive data instances, but also showsygis-visual features and the classes to infer the target high-
that our pruning strategy does not prune too many negativRye| concepts, and consider the correlation information as
data instances. Otherwise, if the negative data instances &g, feature-value pair weight to infer the transaction weights
pruned too much, the remaining negative data instances Wity the data instances. The training data set is pruned by
not be able. to build the modell and thus most the dat%lsing these transaction weights. Meanwhile, the testing data
instances will be labeled as positive. Then even the recalls; couid be weighted and pruned as well so that the
value will be1, the framework is not considered as a 9°°dcomputationa| cost is reduced not only when building the

one since the precision and F1-score will be very low in thaj, e hut also when applying the classifiers. The algorithm
case. Furthermore, this table demonstrates the robustnessigf

_ _ able to automatically and adaptively determine the thresh-
our proposed framework which works for both imbalanced,qs for the weights so that only the best representative
and balanced data sets.

feature-value pairs would be weighted, and the thresholds
for the total transaction weights to determine whether the

Table VII :
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