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Abstract

Semantic concept detection has emerged as an intrigu-
ing topic in multimedia research recently. The ability to
interpret high-level semantics from low-level features has
been the long desired goal of many researchers. In this pa-
per, we propose a novel framework that utilizes the abil-
ity of multiple correspondence analysis (MCA) to explore
the correlation between different items (feature-value pairs)
and classes (concepts) to bridge the gap between the ex-
tracted low-level features and high-level semantic concepts.
Using the concepts and benchmark data identified and pro-
vided by the TRECVID project, we have shown that our pro-
posed framework demonstrates promising results and per-
forms better than the Decision Tree (DT), Support Vector
Machine (SVM), and Naive Bayesian (NB) classifiers that
are commonly applied to the TRECVID datasets.

1 Introduction

Recently, one area that has begun to attract much de-
served attention in the research community is the area of
concept (semantics) detection. The main challenge is how
to determine the semantic meaning of a picture or a video
shot from extracted information such as low-level visual
features (color, texture, etc.). This is referred to as the se-
mantic gap in the research community, and bridging this gap
is still considered a great challenge [2, 7, 11].

In [7], Mylonas et al. suggested to utilize mid-level in-
formation to narrow the gap between low-level features and
high-level concepts. In their work, hierarchical clustering
was used to construct a region thesaurus from a small train-
ing set. The constructed thesaurus contained all the region
types encountered in the training set. These region types
were considered as the mid-level information which incor-

porated both low-level and high-level information. The ap-
proach in [2] used several local and global classifiers to
compensate the fact that the correlation between low-level
features and high-level concepts is too weak to be recovered
by a single classifier. In their approach, 9 color momen-
tums, 24 Gabor wavelets components, and 2 spatial coordi-
nates were extracted for 260 overlapped patches of 32× 32
pixels (in 352 × 240 images). Topologic context was used
to compute the image level concept confidence based on the
confidence of all the different patches. In our previous work
[5], we proposed a framework that discovered shot-based
semantic concepts from news TV broadcasts using associa-
tion rule mining (ARM). Pure positive and pure negative as-
sociation rules were generated for each concept and a sep-
arate classifier with a different classification rule ranking
strategy was developed for each concept (namely, weather,
commercial, and sports).

Another problem that has been identified in the existing
work [5, 8] is the poor classification performance with an
imbalanced data set. In the case of many investigated con-
cepts, the number of positive data instances available in the
training data set is very small, which makes the task of train-
ing a model to detect these concepts very difficult. In [11],
for example, the precision performance of detecting 101 dif-
ferent concepts is provided. It can be observed that for many
of the concepts that suffer from the data imbalance prob-
lem, much smaller precision values were recorded. Hence,
the data imbalance problem in the context of concept detec-
tion is very significant and shall be addressed when design-
ing a concept detection framework. In [6], we have intro-
duced the utilization of Multiple Correspondence Analysis
(MCA) as a feature selection procedure. We compared its
performance to several existing feature selection methods
and obtained very promising results. The proposed frame-
work was able to help the classifiers detect more positive
data instances in the testing data set without misclassify-

Tenth IEEE International Symposium on Multimedia

978-0-7695-3454-1/08 $25.00 © 2008 IEEE

DOI 10.1109/ISM.2008.111

316



ing too many negative data instances by identifying the best
feature subset for each of the investigated concepts. In ad-
dition, the proposed framework was able to reduce the fea-
ture space by 50%, which is considered significant. The
encouraging performance of MCA in learning the correla-
tion between attributes (features) and the different investi-
gated classes helped us further realize the great impact it
can have on the process of concept (semantics) detection
and its ability to help narrow the semantic gap and handle
the imbalanced data problem better.

In this paper, we propose a novel framework which uti-
lizes MCA to evaluate each of the extracted low-level fea-
tures and identify the items (i.e., feature-value pairs) as the
rules that better represent each one of the investigated con-
cepts. Unlike in our previous work [6] where we used MCA
to perform feature selection, in this current work, we utilize
MCA to generate rules for classification regardless of what
the feature set is. Note that unlike the approach in [9] that
used Independent Component Analysis (ICA) to automati-
cally extract features that are closely related to the human
perceptual processing, MCA is applied to the indicator ma-
trix in order to learn the correlations between the items and
the class labels (to be introduced in details in Section 2.2).
In [13], the authors’ main desire was to model the relation-
ship between the investigated concepts, which was achieved
by using the mutual information. In our proposed frame-
work, we treat the concept and non-concept to the opposite
direction and focus on modeling the relationship between
the concepts and the features.

To evaluate our proposed framework, we use the con-
cepts and data from TRECVID 2007 [1], and make perfor-
mance comparison between our proposed framework and
the well-known decision tree classifier, support vector ma-
chine classifier, and Naive Bayesian classifier. Overall, our
proposed framework outperforms all of the three classifiers.
Furthermore, it is important to mention that the proposed
framework significantly outperforms the support vector ma-
chine classifier, which is one of the most commonly used
classifiers in the research community for performance eval-
uation using TRECVID datasets.

This paper is organized as follows. In Section 2, we
present the proposed framework and provide detailed dis-
cussions on its different components. Section 3 discusses
our experiments as well as our observations. This paper is
concluded in Section 4.

2 The Proposed Video Semantic Concept De-
tection Framework

In this paper, we propose a novel video semantic concept
detection framework that utilizes MCA to detect semantic
concepts from video shots taken from different shows and
movies. Our proposed framework consists of the following

steps. First, a set of 28 low-level shot-based audio-visual
features [3, 5, 6] is extracted from the video data and nor-
malized. Next, we discretize the data in order to be able to
properly use MCA. We proceed by evaluating the different
items generated by the discretization stage and select the
best ones to be used for classification. Finally, we perform
the classification using the rules generated by the selected
items. The system assumes that the shot boundary informa-
tion is known ahead of time, and hence video shot boundary
detection is beyond the scope of this paper. For our exper-
iments, we have used the shot boundary ground truth pro-
vided to the participants of the TRECVID project.

2.1 Semantic Concepts

To evaluate the proposed framework, we used the news
broadcast and movies provided by TRECVID [1], which
provides hours of audio-visual test data that can be used
by different research groups. According to [1], 54 leading
research groups from around the world participated in the
TRECVID project in 2007. According to the same source,
43 out of the 54 groups participated in the high level fea-
ture extraction (concept detection) task. TRECVID data is
considered benchmark data among the information retrieval
research community, which provides a great opportunity for
different research groups to demonstrate the efficiency of
their proposed frameworks. Using this data as our testbed,
we have chosen the following concepts, namely vegetation,
sky, waterscape, office, road, building, crowd, urban, out-
door, and face. These concepts were taken from the list of
concepts provided for the TRECVID 2007 high level fea-
ture extraction task [1].

The reasons for selecting these concepts included the
facts that (i) there were sufficient amounts of data instances
to build useful training and testing data sets for these con-
cepts, and (ii) these concepts represented both balanced and
imbalanced data sets which would allow us to demonstrate
the robustness of our framework. In addition to the imbal-
anced data set and the semantic gap challenges, it is impor-
tant to mention that a shot in the TRECVID data is labeled
as containing a specific concept even if only one frame of
this shot includes the investigated concept. This further-
more complicates the task of shot-based event detection.

2.2 Multiple Correspondence Analysis
(MCA)

Correspondence Analysis (CA) is an ex-
ploratory/descriptive data analytic technique designed
to analyze simple two-way and multi-way tables containing
some measure of correspondence between the rows and
columns. Multiple correspondence analysis (MCA) is an
extension of the standard correspondence analysis to more
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than two variables [10]. MCA is used to analyze a set of
observations described by a set of nominal (categorical)
variables, and each nominal variable comprises several
levels. It codes data by creating a binary column for
each level with the constraint that one and only one of
the columns gets the value 1 for each nominal variable.
Usually, the inner product of such a matrix, called the Burt
matrix, is analyzed. Note that the matrix is symmetrical,
and that the sum of the diagonal elements in each partition
representing the cross-tabulation of a variable against itself
must be the same. MCA can also accommodate quantitative
variables by recoding them as different bins. Motivated
by the functionality of MCA, we explore the utilization of
MCA to analyze the data instances described by a set of
low-level features to capture the correspondence between
items (feature-value pairs) and classes (concepts).

Assume that there are I data instances in a multimedia
database, and these data instances are characterized by a set
of low-level features. After discretization (i.e., converting
the numerical features into nominal ones), there are K nom-
inal features (including classes), each feature has Jk items
(feature-value pairs), and the total number of items (i.e., the
sum of all Jk) is equal to J . The I × J indicator matrix
is denoted by X , and the J × J Burt matrix is denoted by
Y = XT X . Then, let the grand total of the Burt matrix
be N and the probability matrix be Z = Y/N . The vec-
tor of the column totals of Z is a 1 × J mass matrix M ,
and D = diag(M). MCA will provide the principle com-
ponents from the following singular value decomposition
(SVD):

D− 1
2 (Z − MMT )(DT )−

1
2 = PΔQT , (1)

where Δ is the diagonal matrix of the singular values, and
Λ = Δ2 is the matrix of the eigenvalues. The columns of P
are the left singular vectors (gene coefficient vectors), and
the rows of QT are the right singular vectors (expression
level vectors) in SVD.

Now we can project the multimedia data into a new space
by using those components (the first and second principle
components in the 2-d space). The similarity of every item
and every class shows the correlation between them. Such
similarity could be the inner product of each item and class,
i.e., the cosine of the angle between each item and class.
The smaller the angle is, the more correlated the item and
class are.

2.3 Framework Architecture

Our proposed framework is composed of four main
stages, namely feature extraction and normalization, data
discretization, MCA based rule generation, and classifica-
tion.

First, we extract our audio-visual feature set based on
the shot boundaries of each video. 15 of the audio features
and 5 of the visual features that we have used were intro-
duced in [3]. In [5, 6], we have added 1 additional audio
feature, 6 additional visual features, and the shot length fea-
ture. The audio feature we have added is the average zero
crossing rate (ZCR). This feature was introduced to attempt
and detect shots which have audio characteristics that re-
semble pure speech. This feature can help the framework
detect concepts such as face and office.

The additional 6 visual features can be divided into two
groups, one attempting to extract more color information
from the video, and the other attempting to estimate the mo-
tion intensity of the video shot. To capture additional color
information, we have calculated the dominant red, green,
and blue (RGB) values. This group was introduced to aid
the detection of concepts such as vegetation, sky, building,
and outdoor. The motion estimation was measured based
on intra-frame pixel difference in 9 different regions of the
video frame. This group of features was introduced in order
to help the detection of concepts such as crowd and face.
Once all the audio and visual features are extracted, we nor-
malize each feature set for each video to reduce the effects
caused by the fact that different videos were broadcasted
differently. For example, two shows could have been broad-
casted at different volumes, in which case the use of fea-
tures such as average audio energy could bias the classifier
towards the louder videos for some of the concepts.

The feature extraction process mentioned above gener-
ates a set of continuous numerical features. Due to the fact
that MCA requires the input data to be nominal, all the ex-
tracted features are discretized. The method of discretiza-
tion we used is described in [4], using the information gain
for the disparity measure. We discretized the training data
set first, and then used the same partitions for discretizing
the testing data set. We call the partitions that the discretiza-
tion process created items. In other words, after the dis-
cretization process, each feature would have several possi-
ble items, and each data instance (shot) in the training data
set would have one item per each feature.

Since the ultimate goal of this framework is to use the
selected item-class pairs for classification, we need to iden-
tify, for each concept, the items whose existence best signi-
fies the existence of the investigated concept in a shot. In
other words, we need to find the items that have the highest
correlation with each concept. As observed in [6], the cor-
relation between an item and a class appeared to be quan-
tified by the measured angle between the projection of the
item and the respective class. Therefore, in the next stage,
the angle between each item and each class is calculated
by applying MCA to the discretized training data set. For
example, for the concept face (labeled 19 in the TRECVID
2007 data), one feature, named center to corner ratio, is dis-
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cretized into 3 partitions labeled 10241, 10242, and 10243,
respectively. The projection of that feature and its corre-
sponding three items is shown in Figure 1. The absolute
values of the angles between each item and the face class
are 126.59, 24.12, and 122.34 degrees, respectively. In this
example, the second item (10242) appears to be a better
representation for the positive/face class (19), and the rest
(10241 and 10243) could be good representations for the
negative/non-face class (0).
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Figure 1. The projection on the first two di-
mensions in MCA

The next challenge we faced was to realize the proper
threshold value to be used in order to decide whether an
item is ‘close’ enough to the class to justify the generation
of a classification rule. In order to select the proper angle
threshold value, the angles generated by MCA for each con-
cept are sorted. The distribution of the angles generated for
one of the concepts is displayed in Figure 2. In this fig-
ure, the x-axis is the number of the sorted angles, and the
y-axis is the corresponding degree values. To produce the
proper threshold value, we use the first big gap from the dis-
tribution of the sorted angles before 90-degree as the lower
boundary and 90-degree as the upper boundary, and calcu-
lated the average value between these two boundary values.
Based on this threshold value, the items whose correspond-
ing angle values are smaller than the threshold are deemed
to have a high correlation with the class and therefore are
used as rules for classification.

Finally, the selected item-class pairs are used as the one-
item rule for classification as follows. Each testing data in-
stance is checked to see if it includes the selected items.
Per each item in the data instance that matches a rule, the
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Figure 2. The distribution of the angles be-
tween items and one concept calculated by
MCA using the testing data set

respective data instance is classified using the class label of
that rule. After no more items are found for the specific data
instance, the sum of the numbers of the positive and nega-
tive classifications for that data instance is calculated, and
the majority class is assigned. For example, if one data in-
stance matched 7 positive rules and 3 negative rules, it will
be labeled as positive by the framework. We then move to
the next data instance until all the data instances in the test-
ing data set are processed. This procedure is repeated for
each concept, each time using the proper item-class pairs as
the classification rules.

3 Experiments and Results

Our proposed framework is evaluated using the videos
taken from the video collection made available to the
TRECVID 2007 high level feature extraction task partici-
pants. To train the model, the whole database was sampled
to obtain a data set which includes 4,841 shots for the ex-
periments. 28 low-level features were extracted from each
video and there was 1 class for each concept. In Table 3, we
present the numbers of positive and negative data instances
for each concept that exist in our entire data set. The last
column of this table shows the ratio between the positive
and negative data instances in our data. This illustrates how
balanced or imbalanced each of the data sets that we have
used for each of our experiments is.

We evaluated our system using the precision, recall, and
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Concepts Positive Negative P/N Ratio
Vegetation 534 4307 12.40%
Sky 606 4235 14.31%
Waterscape 685 4156 16.48%
Office 913 3928 23.24%
Road 962 3879 24.80%
Building 1044 3797 27.50%
Crowd 1047 3794 27.60%
Urban 1085 3756 28.89%
Outdoor 1631 3210 50.81%
Face 2375 2466 96.31%

Table 1. The numbers of positive and nega-
tive data instances, and the ratio (P/N Ratio)
for each concept

F1-score metrics under the 3-fold cross validation approach,
i.e., three different random sets of training and testing data
sets were constructed for each concept. In each case, the
training data set includes two third of all the data instances,
while the testing data set includes the remaining one third
of the data instances. To show the efficiency of our pro-
posed framework, we compared its performance to the per-
formances of the Decision Tree (DT), Support Vector Ma-
chine (SVM), and Naive Bayesian (NB) classifiers available
in WEKA [12] using the same evaluation metrics and the
same data sets.

The average precision (Pre), recall (Rec), and F1-score
(F1) values obtained for all the frameworks over all three
folds during our different experiments are presented in Ta-
ble 2, where columns 2 to 4 provide the performance of
Weka’s DT, SVM, and NB, respectively, and the last col-
umn provides the performance of our MCA based proposed
framework.

As can be seen from Table 2, our proposed MCA based
framework achieves promising results compared to the deci-
sion tree, support vector machine, and naive bayesian clas-
sifiers. Furthermore, it can be seen that the proposed frame-
work demonstrates significant improvement over the other
classifiers in the cases of the imbalanced data sets. For ex-
ample, when comparing the F1 measure obtained by using
the proposed MCA based method to the highest F1 measure
recorded for the other 3 classifiers in each of the experi-
ments, we can see that there is an average improvement of
11 percents in the case of Vegetation, Sky, and Waterscape
concepts, and an average improvement of 12.2 percents in
the case of Office, Road, Building, Crowd, and Urban con-
cepts. It can be noticed from Table 1 that the positive to neg-
ative data instance ratios of the first 3 concepts are between
10 and 20 percents, and the ratios of the next 5 concepts
are between 20 and 30 percents. This fact is extremely en-
couraging as it shows that the proposed framework handles

Vegetation DT SVM NB MCA
Pre 0.41 0.00 0.34 0.26
Rec 0.09 0.00 0.14 0.82
F1 0.15 0.00 0.20 0.38

Sky DT SVM NB MCA
Pre 0.51 0.00 0.34 0.43
Rec 0.19 0.00 0.49 0.52
F1 0.28 0.00 0.40 0.47

Waterscape DT SVM NB MCA
Pre 0.62 0.60 0.41 0.41
Rec 0.42 0.23 0.50 0.99
F1 0.50 0.33 0.45 0.58

Office DT SVM NB MCA
Pre 0.70 0.69 0.49 0.59
Rec 0.57 0.51 0.67 0.97
F1 0.63 0.58 0.57 0.73

Road DT SVM NB MCA
Pre 0.65 0.60 0.45 0.50
Rec 0.46 0.36 0.49 0.96
F1 0.54 0.45 0.47 0.66

Building DT SVM NB MCA
Pre 0.60 0.55 0.51 0.51
Rec 0.40 0.39 0.40 0.93
F1 0.48 0.45 0.44 0.66

Crowd DT SVM NB MCA
Pre 0.56 0.79 0.46 0.39
Rec 0.28 0.08 0.46 0.77
F1 0.37 0.15 0.46 0.52

Urban DT SVM NB MCA
Pre 0.66 0.58 0.50 0.49
Rec 0.39 0.37 0.47 0.92
F1 0.49 0.45 0.49 0.64

Outdoor DT SVM NB MCA
Pre 0.59 0.61 0.53 0.50
Rec 0.51 0.41 0.52 0.59
F1 0.54 0.49 0.53 0.54

Face DT SVM NB MCA
Pre 0.65 0.68 0.65 0.57
Rec 0.64 0.64 0.65 0.81
F1 0.64 0.66 0.65 0.67

Table 2. Performance evaluation for the con-
cepts
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the imbalanced data sets better than the other classifiers. As
previously mentioned, the imbalanced data set problem is
considered one of the major challenges in detecting high
level concepts using the raw low level content of the videos.
We also observe that SVM always yields zero precision and
recall values in the extremely imbalanced concepts, namely
Vegetation and Sky. This can be explained by the fact that
when the class distribution is too skewed, SVM will gener-
ate a trivial model by predicting everything to the majority
class, i.e., the negative class.

Finally, it is observed that the F1-scores obtained for the
proposed framework are either equal to or higher than the
ones obtained for the other classifiers. Furthermore, the re-
call values of the proposed framework are always higher
than the ones achieved by the other classifiers. Our ob-
servation demonstrates that the proposed concept detection
framework can effectively handle the data imbalance issue
and bridge the semantic gap with promising results.

4 Conclusion

In this paper, a multimodal correlation-based video se-
mantic concept detection framework using MCA is pro-
posed. Data taken from the TRECVID 2007 video corpus is
used to validate the detection performance of our proposed
framework by detecting the Vegetation, Sky, Waterscape,
Office, Road, Building, Crowd, Urban, Outdoor, and Face
concepts. We utilize the functionality of MCA to measure
the correlation between different items and classes to infer
the high-level concepts from the extracted low-level audio-
visual features. The experimental results demonstrate that
our proposed framework performs well in detecting the se-
lected concepts from the TRECVID benchmark data. The
results show significant performance increases in the case
of imbalanced data sets with an average performance in-
crease of 11.25% in the F1 scores of the proposed frame-
work in comparison to the highest F1 score of all 3 classi-
fiers per each concept. Furthermore, we are able to show an
increased overall recall and F1 performance over the well-
known decision tree, support vector machine, and naive
bayesian classifiers.
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