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Abstract — In order to fulfill the functional require-
ments of multimedia management systems while achiev-
ing the efficiency and reliability at the same time, we
adopt the component-based design to develop a compli-
cated distributed multimedia management system called
DMMManager in this paper. DMMManager integrates
a set of core components for managing multimedia data,
such as content-based retrieval for image and video
data, and multimedia presentation design and render-
ing. Component-based design makes the reuse and share
of the components easy and reliable, and thus avoids the
waste of both time and man power in the development
cycle. Moreover, new applications can be easily inte-
grated into this system as a new component and utilize
the existing components. Besides component reuse, the
system is also designed to facilitate information reuse.
For example, the output of the image/video retrieval
component can be taken as the input for the multime-
dia presentation component. In addition, the use of
subnetworks in our multimedia presentation design also
enables the modulized reuse of the existing presentation
models that are previously created.

Keywords: Multimedia retrieval, multimedia author-
ing, multimedia presentation, component-based design.

1 Introduction

The advances in multimedia capture and multime-
dia processing technologies lead to the desire to store,
analyze, organize, retrieve, and display digital multime-
dia data. As a result, various multimedia data man-
agement systems have been developed to fulfill these
requirements with sharing and distributing multimedia
data through computer networks. However, lots of time
and man power have been spent on implementing the
same or similar functions including user interfaces, the
commonly used algorithms for media analysis, etc. The
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purpose of our research is to develop such a component-
based multimedia management system which tries to
cover a full scope of functionalities for multimedia man-
agement systems, and can be extended and maintained
easily. For such a purpose, a set of core components
are developed and can be reused conveniently to avoid
resource wasting.

A distributed multimedia management system, DM-
MManager is introduced in this paper. The DMMMan-
ager system supports a set of core functionalities includ-
ing multimedia data analysis, indexing, organization,
content-based retrieval, real-time capturing, multimedia
presentation design and rendering, etc. By modeling the
subsystems into components, the whole system is com-
posed of a set of reusable and extensible components,
making the system easy to maintain and to extend in
accordance with the rapid advances in multimedia tech-
nologies.

The design and implementation of three major com-
ponents: (1) image management component, (2) video
management component, and (3) multimedia presenta-
tion component are discussed. The image and video
management components provide the users the great
convenience in obtaining their desired media by issu-
ing database queries. Then, a multimedia presenta-
tion component is developed to help the users to in-
corporate different types of media data into the mul-
timedia presentation design, and to render multimedia
presentations based on the created presentation models.
Compared with other existing work, the proposed mul-
timedia presentation component adopts the Multimedia
Augmented Transition Network (MATN) model, which
is an abstract semantic model for multimedia presen-
tations and has several advantages over other existing
models in terms of representation power and informa-
tion reuse [3].

The paper is organized as follows. In the next section,
related work is reviewed and summarized. In Section
3, three major components as well as their subcompo-



nents are discussed in details. Section 4 describes the
distributed system architecture and system integration.
The final remarks are given in the Section 5.

2 Related Work

In this section, a review of other existing multimedia
management systems and the current trends in multi-
media research are presented, and then the benefits of
adopting component-based design in the development of
multimedia management systems are summarized.

The content-based retrieval techniques for multime-
dia databases are discussed in [16], where two princi-
ple ways for the representation of queries: query by
subject/object and query by example are summarized.
Most of the current content-based image retrieval sys-
tems may focus on only one aspect of the requirements
for managing multimedia data, such as new indexing
data structures, sketching capabilities, or providing rel-
evance feedback, etc.

Another major research areas in multimedia research
is multimedia presentation modeling which also leads
to the need of a multimedia presentation design sys-
tem that is powerful in functionalities and easy to use
for general users. For example, an object-based knowl-
edge representation system called AROM is proposed in
[8], which provides a multimedia presentation author-
ing tool called V-STROM. The multimedia presenta-
tion scenario can be modeled by UML diagram class-
like descriptions. As another example, a standard ref-
erence model (SRM) is proposed in [2] to describe the
intelligent multimedia presentation system (IMMPS). A
generic architecture is presented to analyze and to com-
pare the existing IMMPSs.

In addition, how to distribute multimedia data
through the computer network so that the users can
access or handle remote multimedia data conveniently
is also important in multimedia research. Tavanapong
et al. [14] describes the design and implementation of a
video browsing system on the Internet, in which a nor-
mal playback and browsing mechanism is supported. In
[11], the authors proposed a real time multimedia pre-
sentation system for media-on-demand through the In-
ternet by using the RTP protocol.

Recently, component-based design emerges as a new
paradigm aiming at software reuse from the software
architecture’s view [1] [10]. The components are able
to be plugged into and to play with other components
in the system. The work in [9] demonstrates a scal-
able distributed multimedia system framework using
component-based design.

3 Component-Based Design

Figure 1 shows the four main components as well
as their subcomponents in the DMMManager system.
The four components are Image Management Compo-
nent, Video Management Component, Multimedia Pre-
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Figure 1: An overview of DMMManager components

sentation Component, and Directory Service Compo-
nent. These components have the ability to commu-
nicate with each other, exchange data, support differ-
ent functionalities of each other, and share and reuse
some of their subcomponents. The multimedia infor-
mation reuse is also realized via the data channel be-
tween image/video retrieval components and multime-
dia presentation component. DMMManager provides
the functionality to browse all the directories in the
server database. Any multimedia data which are stored
in the server side file systems can be browsed and down-
loaded directly. This component shares the file supply
subcomponent with the above three components. Since
the functionality of this component is clear and straight-
forward, we will not include it in the detailed discus-
sions.

3.1

In addition to keyword-based Internet image search
engines, much more efforts are put on the research in
developing effective content-based image retrieval algo-
rithms and systems. Based on the surveys in image re-
trieval systems [15] [16], we found that most of the exist-
ing image retrieval systems share the following common
features. First, the features of all the images, including
low- and/or mid-level features such as color, texture,
shape, and object locations, are extracted and stored.
Then the users can issue database queries by specifying
an query image. The feature vector of this query sam-
ple is used to fetch the similar images from the database
based on some similarity measures. Finally the query
results are displayed to the users.

Figure 2 illustrates the details of our image manage-
ment component. This component conducts the oper-

Image Management Component



ations on the image data, such as image segmentation,
low- or mid-level feature extraction, image data orga-
nization, and image supply, where content-based image
retrieval is the main functionality. At current stage of
its implementation, the image feature extraction phase
considers both the low-level features (color features in
HSV color space) and the mid-level features (the spatial
locations of objects). Compared to the color features,
object information is much more difficult to obtain. In
our system, we implemented an unsupervised image seg-
mentation method named Simultaneous Partition and
Parameter Estimation (SPCPE) [4] to get the object
location information.
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Figure 2: Image management component

Like some advanced image retrieval systems, we also
provide the user feedback functionality so that users’
perceptions can be captured and utilized to refine the
query results. Relevance feedback (RF) [12] is a popular
solution when dealing with the semantic gap between
low-level image features and high-level user concepts.
Upon one single query image, the user needs to select
the similar images to offer the feedback. The feedback
is then used to update the similarity metric, and the
updated retrieval results are sent back to the user for
next iteration of feedback. Using this way, the system
tries to learn the high-level user concepts via several
iterations of feedback.

The feedback facility is integrated into our system.
However, different from the traditional relevance feed-
back CBIR systems, we adopt a novel image retrieval
and learning mechanism with better training perfor-
mance and plug it into our DMMManager system. In
this subsystem, the Markov Model Mediator (MMM)
mechanism [13] is adopted to learn the high-level seman-
tic concepts [7]. Multiple users are involved in the train-
ing processing. Instead of training for one query image,
the feedbacks are provided for a set of query images. Af-
ter collecting the feedback sequences and sending them
to the server engine, the corresponding access patterns
and access frequencies are stored in the database. When
a certain amount of feedbacks are collected, the user

may choose to update the affinity matrix, or let the
system automatically update the affinity matrix. The
affinity matrix represents the relative affinity relation-
ships among all the images in the database. Whenever
two images are accessed together in a user query, their
relative affinity relationship increases. Unlike the RF
systems, the sparse mistakes made by individual users
will not affect the overall performance of the semantic
concepts learned by using the MMM mechanism since
it is trained by using multiple users’ feedbacks, and the
low-level image features are combined with the relative
affinities for image retrieval.
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Figure 3: Content-based image retrieval interface

The operation flow of the MMM-based image retrieval
and training system is illustrated in Figure 2. In ad-
dition, a friendly user interface as shown in Figure 3
is designed and implemented for image retrieval, user
feedback collecting, and system training. By utiliz-
ing the MMM mechanism, the users do not need to
take the heavy responsibilities to train the system just
for one query image. Also, we provide a functionality
that, when a user finds the desired image(s), he/she
can download it from the server to the client side, and
then utilize it for future presentation design. It is worth
mentioning that the user interface is an independent
component. Although there can be more than one un-
derlying retrieval mechanisms, the user interface is only
responsible for collecting user’s request/feedbacks and
displaying the results. Hence, it is a reusable compo-
nent. In fact, whatever the image retrieval mechanism
is, it can be implemented as a black box by specifying
some standard input and output interfaces. In other
words, the CBIR components can be encapsulated and
have the advantages of replaceability and extensibility.

3.2 Video Management Component

Figure 4 shows the architecture of the video man-
agement system. Basically, there are three subcompo-
nents, namely live video capture, video segmentation,



and keyframe-based video retrieval. The live video cap-
ture subcomponent can supply the live raw videos cap-
tured via a web camera. The video segmentation sub-
component takes the raw video data, and segment it
into a sequence of video shots, where a video shot is
an unbroken sequence of video frames from one cam-
era. The output of video segmentation, such as the key
frames (representing each shot) and video shot bound-
aries, are then used in the keyframe-based video re-
trieval subcomponent, where the users are allowed to
issue video database queries based on the keyframes,
and to browse the returned video shots. The three sub-
components works together to help retrieve and provide
the desired video data for future multimedia presenta-
tion designs. Since the video data can also be regarded
as a composition of a set of continuous images/frames,
the image segmentation subcomponent can be reused
here to analyze video frames and to help detect video
shot boundaries.
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Figure 4: Video management component

(1) Live Video Capture: This component has the abil-
ity to capture, encode, decode, and display live video
data as well. It supports the real-time encoding and
displaying of live videos of AVI and MPEG formats.
The captured raw videos are stored in the client side at
the beginning. Then by using the ‘upload’ function in
video management component, the captured video data
are transferred to the server side for future use. Also,
the video segmentation algorithm can be activated to
process the captured AVI or MPEG video files.

(2) Video Segmentation: In our system, there are
two input sources for video data. One is via live video
capture subcomponent, and the other one is via user-
supplied videos downloaded from web or digitized by
themselves. Video data can be regarded as a compo-
sition of a set of consecutive images/frames. The con-
secutive video frames within one camera motion form
a video shot. For this subcomponent, we implement
an unsupervised video shot detection method previously

proposed by us in [5]. This method incorporates mul-
tiple techniques for shot detection, such as histogram
comparison, pixel-level comparison, and object segmen-
tation/tracking. Since our system is component-based,
we can utilize the histogram extraction and image seg-
mentation subcomponents from the image management
component for shot detection purpose.

For simplicity, the first frame of each detected shot
is considered as the keyframe representing the whole
shot. In fact, our system has the ability to reach the
finer granularities of keyframe representation by con-
sidering the relative spatial-temporal relationships be-
tween video objects [6]. After the video is processed,
it has been cut into several smaller video clips based
on shot boundaries and stored together with the cor-
responding keyframes. The stored shot boundary and
keyframe information are valuable for future video in-
dexing and retrieval. Both AVI and MPEG formats are
supported in this processing.

(3) Keyframe-Based Video Retrieval: Our video
retrieval subcomponent supports the keyframe-based
video retrieval. By specifying a keyframe, the user
can retrieve and browse the desired video shot repre-
sented by that keyframe. As shown in Figure 5, a set
of representative keyframes for a video sequence is dis-
played to the user, giving an overview of the contents
for that video. The corresponding shot can be displayed
by double-clicking the keyframe of interest. Both the
whole video and the segmented video clips can be down-
loaded for future use (i.e., multimedia presentation de-
sign). This keyframe-based video retrieval is actually
a special case of general image retrieval, such that the
video retrieval component can be connected to image
retrieval component and fully utilize all the underlying
retrieval facilities.
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3.3 Multimedia Presentation Compo-
nent

A multimedia presentation is a temporal composition
of various kinds of multimedia data, in which a set of
multimedia data with various temporal relations are ar-
ranged to appear within one single context. Nowadays,
the multimedia authoring and presentations have be-
come very important in many applications of different
areas such as remote education.

We implemented the multimedia presentation com-
ponent which provides easy-to-use utilities for the users
to easily create, open, edit, save, and display a multi-
media presentation. Generally speaking, the multime-
dia presentation component can be split into two major
modules: One is for multimedia presentation author-
ing, the other is for multimedia presentation rendering.
Figure 6 gives an overview of the embedded multime-
dia presentation component. Various types of multime-
dia data can be gathered and archived from the other
components described above. In the presentation de-

sign component, a visualization interface is developed
so that the user can get familiar with all the design
tools quickly. Some editing tools are provided to the
users for creating multimedia presentation models. The
created presentation models can be saved and stored
for future use. The Multimedia Augmented Transition
Network (MATN) model [3] is adopted as the abstract
semantic model as well as the internal data structures
for multimedia presentations. User interaction and in-
formation reuse are supported by some specific features
of the MATN model, e.g., branching, loop, subnetwork,
etc.

In the presentation rendering layer, two options are
provided to fulfill the needs of different environments
and different requirements. The designed multimedia
presentation model can be rendered as a stand-alone
application via Java Media Framework (JMF) [17], or
it can be translated into a SMIL [18] document by a
SMIL parser subcomponent. The resulted SMIL docu-
ment describes the same presentation structure and can
be rendered via web browsers.

(1) MATN Design Layer: Compared to the tradi-
tional unimedia presentations, the multimedia presen-
tations are far more complicated and hence difficult to
describe. Various semantic models for multimedia pre-
sentation are proposed to deal with this issue, which can
be categorized into timeline-based models, script-based
models, graph-based models, and structure-based mod-
els. Some presentation models do not support the com-
plete spatial and temporal relationships between me-
dia streams, some models do not provide support to
model user interactions during presentation, while some
other models are too complex to understand by general
users. In our DMMManager system, an abstract seman-
tic model called Multimedia Augmented Transition Net-
work model (MATN) for multimedia presentation and
authoring modeling is incorporated [3].

An MATN model consists of a group of states con-
nected by the directed arcs. It adopts the multimedia
input string [3] as its input, which is a regular expression
like representation of the spatio-temporal relationships
between media streams. In other words, it describes the
spatio-temporal combination of media streams and how
they will be displayed.

The MATN model has several advantages. First, the
major advantage of the MATN model is its support
for user interactions in the multimedia presentations by
adopting the concepts of branch and loop. As shown
in Figure 7, a branching presentation structure is de-
signed so that the user can determine which direction
this presentation will go and be rendered at run time.
Second, the MATN model can express a multimedia pre-
sentation in a hierarchical way by introducing the sub-
network concept. Third, the quality of service control
can be achieved by using the condition/action table in
which the appropriate actions are specified with respect



to different network conditions. These actions may af-
fect and change the rendering order and quality of a
multimedia presentation. Our implementation of this
component supports all the featured properties of the
MATN model, such as the user interaction, loops, sub-
network, and quality of service (QoS) control.

As an important feature of the MATN model, a sub-
network can be used to represent an already-existing
and well-defined multimedia scenario which is referred
by any other multimedia presentations. When a sub-
network is encountered during the interpretation of an
MATN model, the control of the main presentation is
passed to the subnetwork level in the way that the pre-
sentation flow within the subnetwork is inserted seam-
lessly into the main presentation. Figure 7 shows a pre-
sentation with a subnetwork (P1) on the first arc. When
the presentation of the subnetwork finishes, the control
goes back to the main presentation level and contin-
ues its presentation from the next state of the previ-
ously exit state. This capability makes it possible for
an MATN to illustrate a complicated scenario without
losing the integrated view. The subnetwork is employed
to manifest a multimedia presentation in a hierarchical
manner, which can clarify the complicated scenario in-
volving a lot of spatial/temporal relations. Therefore,
subnetwork enables the reuse of any existing multimedia
presentations, which definitely offers great convenience
to the user.

(2) Rendering Layer via JMF: After a user creates
a multimedia presentation in the design layer, the pre-
sentation itself is still a presentation model based on
MATN. Thus the presentation rendering subcomponent
is needed to turn it into a visual multimedia presenta-
tion perceivable to the users. The Java Media Frame-
work provides a good solution for rendering this kind of
presentation in a runtime environment [17].

& 1ava Media Player

Options

[ D:/ResearchiM atnClientitem... o &' E W

Hever Drive Across A Floodsd Road

-INTEEETE

Figure 8: Multimedia presentation display interfaces

The demonstrated MATN presentation model has a

clean structure while containing many useful informa-
tion. For example, each arc has its own time duration
specification. For all the media objects involved in this
presentation, a feature set is utilized to store the cor-
responding features such as file name, specified or fixed
duration, display window position, and display window
size. These hidden information is needed when render-
ing the multimedia presentation. Any part of the pre-
sentation can be rendered based on the user’s prefer-
ence. An presentation rendering example via Java Me-
dia Framework is shown in Figure 8. Four multime-
dia objects of different types (image, video, audio, text)
gathered from other components are displayed concur-
rently.

(8) Rendering Layer via SMIL: SMIL language is a
good example of the script-based presentation models,
which provides powerful functionalities to create syn-
chronized multimedia presentations. However, it’s not
easy to learn a new programming language for general
users. In contrast to this, our system provides the users
the facility to design a MATN-based multimedia presen-
tation in a graphical environment, then by using a SMIL
parser, the created MATN model can be automatically
translated into a SMIL script upon users’ request.
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Figure 9: Multimedia presentation rendering via web
browser

The implementation of the SMIL parser guarantees
the correctness of keeping the same conceptual struc-
ture, temporal relations, and synchronization controls
as those in the original MATN model. The multime-
dia file locations and durations can be easily fetched
from the well-structured MATN model and are em-
ployed to convert the MATN presentation model into
HTML+SMIL. With the easy-to-use MATN design in-
terface, the heavy duty to learn a programming lan-
guage is avoided. Also, the MATN structure serves
as a reusable data model component, providing more
choices for the users to render the multimedia presenta-
tion. Figure 9 demonstrates a SMIL presentation which



is converted from an existing MATN model.

4 System Integration

4.1 Distributed System Architecture

One of the targets for distributed architecture de-
sign is to make sure that the system has the ability
to carry user requests or multimedia data and to de-
liver them to any kind of client or server in an efficient
way. By adopting a multi-threaded client/server archi-
tecture, our DMMManager system supports simultane-
ous accesses of multiple users. The server engine can as-
sign a new thread to handle a new request received. The
UDP protocol is utilized in the server and client commu-
nication, and the TCP protocol will take its place when
the complete multimedia contents are required for the
playback of multimedia streams. When handling the
presentation playback, the RTP protocol will be used.

4.2 The Client Side Integration

As demonstrated in Figure 10, several user interfaces
implemented by Java are embedded into the DMMMan-
ager system, such as content-based image retrieval inter-
face, live video capture interface, video retrieval inter-
face, browse server interface, presentation design inter-
face, and presentation rendering interface. These inter-
faces are used to collect the user requests and to display
the results to the users as well. Users can select and
download the requested multimedia data for the pur-
pose of presentation design and rendering. Thus the
connection between the presentation module and the
media management modules is established. Upon the
‘download’ request, the requested media file are added
into the tree view of the available multimedia materials,
such that the user can select and use it in the presen-
tation design phase. The MATN presentation models
are then used to render the multimedia presentations
by using either JMF player or web browsers.

Since the users may issue diverse requests for different
multimedia data at the same time, the user requests
are categorized based on the domain, media type, and
request content during packaging. Meanwhile, the result
packages that need to be sent back to the users are also
categorized to ensure the correct deliveries.

4.3 The Server Side Integration

In addition to storing and organizing the huge amount
of multimedia data on the server side, all the computa-
tion intensive functions are also deployed on the server
side in order to make the full usage of the server’s stor-
age space and computation power. Such algorithms
include image segmentation, image matching and re-
trieval, video segmentation, etc. Three major compo-
nents are embedded in the server side, namely image
management system, video management system, and
directory service component. In the meanwhile, some
other applications are integrated as well, such as the

control of data file transmission and the server side di-
rectory browsing. Upon receiving the users’ requests,
the server first analyzes the message and identify what
kind of operation the user did and which application
needs to be run next. The corresponding calculations
or operations are then activated accordingly.
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5 Conclusions

In this research, we seek to build up a component-
based multimedia management system to efficiently or-
ganize, analyze, retrieve, and display multimedia data,
as well as to realize the multimedia presentation de-
sign and rendering. A set of key components are devel-
oped to handle various multimedia data management
issues, such as image retrieval, video retrieval, and mul-
timedia presentation design and rendering. These well-
designed components are flexible, extensible, and easy
to maintain, which guarantees the reusability of the sys-
tem components. In addition, the information reuse is
realized in our system via several ways: 1) the infor-
mation of user access patterns and access frequencies is
stored and used for further refinement of the underlying
image retrieval mechanism; 2) the retrieval results from
image/video management components can be directly
reused by the multimedia presentation component; 3)
the employment of the MATN model and its subnet-
works enables the modulization and reuse of the existing
presentation models.

A distributed system architecture is also developed,
where the multimedia database is maintained on the
server side. Besides, all the computation intensive func-
tions are deployed on the server side as well. User-
friendly interfaces are developed and connected with
each other so that the user can switch between them
easily. Another advantage of the proposed architec-
ture is that it allows some level of openness in its ar-
chitecture, such that a new multimedia application can
be plugged into this architecture easily, which is also
another proof of the extensibility of this system. In
brief, the DMMManager system exploits the possible
solutions (component-based design) for integrating var-
ious functionalities in multimedia management systems



while also enabling the information reuse at the maxi-
mum level.
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