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ABSTRACT

In this paper, an analytical framework for asso-
ciation rule mining based on the Dempster-Shafer
(DS) evidential reasoning is proposed. The method
we propose associates itemsets in a database with
basic probability assignments (bpa s) encountered in
DS theory to numerically quantify the complex inter-
relationships that exist among the itemsets, thus in-
corporating the subjective human reasoning that may
otherwise be unaccounted for. In order to recast an
association within this framework, measures of sup-
port and con�dence in association rule mining derived
via certain conditional notions are used. These mea-
sures utilize the associated subjective knowledge of
the itemsets in order to discover the interesting pat-
terns as opposed to a simple measure of frequency
of occurrence of itemsets. The manner in which the
frequency of occurrence is used in the existing meth-
ods also fail to capture the associations generated by
the multiplicity of an item. However the method we
propose uses the subjective assignment of a bpa in or-
der to address this issue. The association rules thus
formed capture the qualitative nature of the relation-
ships among itemsets in the database which is not
suÆciently well captured in the traditional data min-
ing analysis methods.

Keywords: Association Rules, Data Mining, Sub-
jective Knowledge, Dempster-Shafer Theory.

1. INTRODUCTION

Data management has evolved from primitive manual
processing by humans to the development of database
management systems with automated query process-
ing and knowledge discovery. This process, widely re-
ferred to as knowledge discovery in databases (KDD)
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or data mining [1, 3, 12, 13, 14], aims at discover-
ing useful information from very large collections of
data. The knowledge that is discovered may come in
the form of rules describing the properties of data, fre-
quently occurring patterns, clustering of similar items
in the database, etc. The need for eÆcient and ef-
fective data mining procedures has increased due to
the capability of gathering large amounts of data as
a result of recent technological advances. To keep
up with this demand, many automated data process-
ing methods have been adopted while sacri�cing the
complex subjective decision making capability of hu-
man involvement. To address this issue, we propose a
framework related to the Dempster-Shafer (DS) the-
ory [11] that can be used to simulate the subjective
decision making capability of a human.

In order to illustrate our framework, we concen-
trate on association rule mining which is one of the
central KDD tasks. Association rule mining aims at
discovering interesting associations or correlation re-
lationships among itemsets in a large data set. In
general, the association rules are derived depending
on the frequency of occurrence of the itemsets within
a database. One major drawback of such a method
is its inability to di�erentiate the inter-relationships
among the itemsets. Such inter-relationships may
provide valuable information which can in
uence the
�nal outcome of the association among the itemsets.
On the contrary, if the analysis is carried out by a
user, the inter-relationships of the items would be
taken into consideration as subjective knowledge to-
gether with the frequency of occurrence to arrive at
the associations among the itemsets. That is, the
degree of importance of the itemsets in a database
would play a role in identifying the conditional impli-
cations among them. Therefore, the assessment of an
itemset within a subjective analysis framework can
yield the rules that are more realistic in its applica-
bility. For example, consider the following scenario of
a market basket analysis. The output of a frequent
itemset search might have an acceptable support level
to form an implication rule for paper towels from the



linen isle and apples from the produce department.

However, it is unreasonable to assume that one
can use this implication for useful rearrangement of
the di�erent products in a store since this fails to
adhere to the accepted logic in ordering items. On
the other hand, if the relationship between the towels
and apples was considered in arriving at the associ-
ation rule, it may not have achieved the necessary
support level. Hence, it is evident that considering
the frequency of occurrence as an initial step might
result in implication rules that are logically unaccept-
able. Another area in which the frequency of occur-
rence does not represent the true situation is when
the database has a multiple occurrence of an item in
the same transaction or instance. This issue cannot
be adequately addressed when one only considers the
existence or the non-existence of an item at the time
of assessing frequent itemsets. On the contrary, in a
subjective reasoning environment the multiplicity of
an item generates some amount of information that
is useful to arrive at associations which accurately
represent the situation at hand.

In this paper, our aim is to provide a framework
that attempts to account for the additional subjec-
tive knowledge required to simulate human involve-
ment in the decision making process when associa-
tion rules are derived. The method we propose will
explicitly account for the inter-relationships among
the itemsets and the relationship generated by the
multiple occurrences of the items within an instance
while implicitly accounting for the frequency of oc-
currence of itemsets thus eliminating the drawbacks
highlighted above. The proposed DS theory based
framework was initiated in [6, 7]. The DS theory has
been successfully used in many di�erent areas such
as automated processing [10], modeling uncertainty
in decision making [2, 5], and modeling of inde�nite
information related to databases [8, 9]. The advan-
tage of DS theory lies in its ability to numerically
quantify knowledge or a lack thereof in an e�ective
manner.

The organization of the presentation is as follows.
In Section 2, we will provide a brief introduction to
the fundamental notions associated with DS theory.
In Section 3, we propose a framework for associa-
tion rule mining focused on the DS theory and also
highlight some of the de�ciencies of the existing DS
theory and their consequences. In [6, 7], conditional
notions that provide ways to avoid de�ciencies high-
lighted in Section 3 were provided. In Section 4, we
demonstrate how these may be utilized in the context
of association rule mining with subjective knowledge.
In Section 5, we propose a new measure of informa-
tion in an evidential framework and suggest new mea-
sures for the support and con�dence in association
rule mining in the presence of subjective knowledge.
Concluding remarks are presented in Section 6.

2. PRELIMINARIES

In Dempster-Shafer (DS) theory, the relevant charac-
teristics of the world is represented by a �nite set of
mutually exclusive propositions or assumptions called
the frame of discernment (FOD) and commonly de-
noted by �. In the context of association rule mining,
the FOD represents the items in a database. Then
our subjective knowledge regarding the degree of sup-
port for the 2� subsets of items (or the itemsets)
in � is quanti�ed by a function known as the ba-
sic probability assignment (bpa). That is, the bpa to
each itemset represents the degree of importance of
the co-occurrence of the individual items within the
itemset. Since a bpa mass is assigned to the itemset
rather than the individual items, it is free to move
into any individual item within the itemset thus pro-
viding a basis for modeling ignorance and updating
one's beliefs as new evidence is received. This is a
major departure from the Bayesian formalism. Since
no individual item in an itemset can claim the 
oat-
ing mass, it signi�es the subjective information we
have regarding the degree of belief of the items co-
occurring within the itemset. In an association rule
mining environment, this corresponds to our subjec-
tive knowledge of the signi�cance of the items co-
occurring within the database.

De�nition 1 Basic Probability Assignment.

The function m : 2� 7! [0; 1] is a basic probability
assignment (bpa) for the FOD � if it satis�es the
following conditions:
(i) m(;) = 0, and

(ii)
X

A��

m(A) = 1.

Those itemsets in a FOD � that possess nonzero
bpa s are called the focal elements of � and are de-
noted by F(�) = fA � �jm(A) > 0g. The triple
f�;F ;mg is referred to as the body of evidence (BOE)
of the FOD �.

De�nition 2 Belief. The belief assigned to A � �
in the BOE f�;F ;mg is Bel : 2� 7! [0; 1] where

Bel(A) =
X

B�A

m(B): (1)

De�nition 3 Doubt. The doubt regarding A � �
in the BOE f�;F ;mg is Dou : 2� 7! [0; 1] where

Dou(A) = Bel(A): (2)

De�nition 4 Plausibility. The plausibility of A �
� in the BOE f�;F ;mg is Pl : 2� 7! [0; 1] where

Pl(A) = 1�Dou(A) = 1� Bel(A) =
X

B\A6=;

m(B):

(3)



Note that P l(A) � Bel(A) for any A � �. The
uncertainty interval associated with A is taken to be
Un(A) = [Bel(A);Pl(A)]. The length of this uncer-
tainty interval is denoted by

`(Un(A)) = Pl(A) � Bel(A): (4)

In an association rule mining environment, Un(A)
represents the lowest and the highest `supports' we
have about the degree of co-occurrence of the items
in the itemset corresponding to A.

3. ASSOCIATION RULE MINING

FRAMEWORK

In this section, we present the modeling strategy for
association rule mining using subjective knowledge
within the DS framework. Association rule mining
searches for interesting relationships among the items
in a given data set. The complete set of items is repre-
sented by a FOD � = f�1; �2; : : : ; �mg, where each �i
(i = 1; 2; : : : ;m) represents an item in a data set. For
example, an item can beA or C in Figure 1. Therefore
any subset of items in � forms the relevant itemsets
used to �nd the conditional implication rules.

Jane Austen A

Agatha Christie C

Sir Arthur Conan Doyle D

Mark Twain T

P.G. Woodhouse W

Transaction Items

1 A C T W
2 C C C D W
3 A C T W
4 A C D W
5 A C D T W
6 C D T

ITEMS

DATABASE
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Transaction Items

1 A C T W
2 C C C D W
3 A C T W
4 A C D W
5 A C D T W
6 C D T

ITEMS

DATABASE

Figure 1: Example database.

In Figure 1, each instance corresponds to a single
transaction in the transactional database. Therefore,
the task relevant data or items for the k-th instance
are assumed to be in �k � �. The inter-relationships
of the itemsets associated with the k-th transaction
is represented by a bpa mk : 2�

k

7! [0; 1]. It will pro-
vide us with a subjective view of how di�erent items
in �k are interrelated and in
uence the outcome of
the k-th instance. Then, an association rule is an im-
plication of the form X =) Y where X;Y � �k

and X \ Y = ;.
Note that in general it is not necessary for each

transaction to span the same itemset. For exam-
ple, Transaction 1 in Figure 1 is associated with four

items while Transaction 6 is associated with three
items. This corresponds to each k-th instance be-
ing associated with its own FOD satisfying �k � �
such that � =

S
8k�

k. The complete set of items
that is under consideration for Figure 1 is given by
� = fA; C;D; T ;Wg. Therefore, each transaction is
associated with a FOD that is a subset of �. For ex-
ample, �6 � fC;D; T g. Then the inter-relationships
for �6 can be de�ned by assigning numerical values
to 2�

6

item combinations. For example,

m6(fCg) = m6(fDg) = m6(fT g) = 0:1;

m6(fC;Dg) = m6(fD; T g) = m6(fT ; Cg) = 0:2;

m6(fC;D; T g) = 0:1:

The currently available association mining meth-
ods derive the conditional implication rules depend-
ing on the frequency of occurrence of itemsets within
the database. Subsequently, two measures known as
support and con�dence which represent the `interest-
ingness' of the implication rules are used to prune and
extract a subset of rules that are useful. These mea-
sures are related to the joint and conditional Bayesian
probabilities of the itemsets occurring in the database
[3]. In the traditional method of �nding the fre-
quent itemsets, one does not account for the inter-
relationships among the itemsets that might provide
useful information in determining the possibility or
relevance of items co-occurring within an itemset. As
a result, one might arrive at the itemsets which con-
tain items that have no reasonable logical associations
among each other.

We now look at the proposed DS framework in
this context and indicate how subjective reasoning
can be used to avoid such a situation. In a DS frame-
work, the frequency information associated with an
itemset is implicitly embedded in the bpa. For exam-
ple, the computation of belief via De�nition 2 uses all
subsets of the itemset A in order to compute Bel(A)
and hence all items that support A are implicitly ac-
counted for by the computation. The bpa s of 2�

di�erent itemsets of a FOD � satisfying Eq.(1) now
numerically represent our subjective knowledge of the
items co-occurring in a transaction. Hence any com-
putation resulting from a combination of mass func-
tions depends explicitly on the relationship it repre-
sents and implicitly on the frequency of occurrence of
the items. Therefore the DS framework will produce
nontrivial and conclusive results that closely simulate
the subjective decision making capability of a human
user. Furthermore, repeated scanning of the database
is no longer necessary since both frequency and rele-
vance information are embedded in a single bpa. In
Section 5, we also show that the bpa can be used to
characterize the multiplicity of an item within a trans-
action thus providing the complete subjective view of
an item via a single measure.



As mentioned previously, the bpa provides the
subjective knowledge of the inter-relationship of the
items within a particular itemset. Hence to develop
measures of support and con�dence of association rule
mining, one has to isolate the knowledge related to a
given subset A � �k. For example, given �1 we
need to �nd the support for the itemset fA; Cg. Such
a computation will extract the relationship informa-
tion that can be associated with the itemset fA; Cg
from the complex subjective relationship represented
by the entire bpa over �1. However, the DS frame-
work does not allow combination or comparison of
bpa s from dissimilar FOD s. For example, the bpa
representing the inter-relationships for Transaction
4 cannot be combined or compared with the corre-
sponding bpa associated with Transaction 5 in Fig-
ure 1. A detailed description of the basis behind this
inconsistency can be found in [4, 6, 7, 16]. This incon-
sistency is a result of the relationship in �4 missing
the relationship information associated with item T
available to �5. Hence, a conditional framework is
essential to isolate the relevant information that is
common to the FOD s thus allowing a comparison.
This is the topic of next section.

4. CONDITIONAL NOTIONS IN DS

FRAMEWORK

In order to proceed further we now present the no-
tions of conditional belief and plausibility applicable
within the DS framework [4, 6, 7]. The work in [6]
uses a conditional bpa to isolate the relevant item-
set and the support each BOE allocates for it. This
provides the foundation to de�ne conditional relation-
ships that exist among the itemsets. The conditional
belief and plausibility are given by Theorem 1.

Theorem 1 Conditional Belief and Plausibil-

ity. The conditional belief and conditional plausibil-
ity assigned to B � A � � in the BOE f�;F ;mg
are respectively Bel(BjA) : 2A 7! [0; 1] and Pl(BjA) :
2A 7! [0; 1] where

Bel(BjA) =
Bel(B)

Bel(B) + Pl(A�B)
;

Pl(BjA) =
Pl(B)

Pl(B) + Bel(A�B)
: (5)

The corresponding conditional uncertainty inter-
val is de�ned as Un(BjA) = [Bel(BjA);Pl(BjA)] for
B � A. The joint belief and plausibility are taken to
be the `fair' portion of belief and plausibility that one
can allocate to B � A in � if our original view was
restricted to just the evidence associated with A [6]:

BelA(B) = Bel(A) Bel(BjA);

PlA(B) = Pl(A) Pl(BjA): (6)

The corresponding conditional uncertainty interval is
de�ned as UnA(B) = [BelA(B);PlA(B)].

To illustrate where these notions may become use-
ful, consider two FOD s associated with the two trans-
actions �4 = fA; C;D;Wg and �5 = fA; C;D; T ;Wg
from Figure 1. Any reasonable comparison of the
inter-relationships from FODs �4 and �5 has to be
limited to the items in the common portion �4 \�5.
The inter-relationships of �4 do not account for the
missing item T which exists in �5 and hence should
not be considered for the comparison. In fact, if the
relational information is computed using the entire
FOD by ignoring the fact that some of the items
are missing from one FOD, the result one obtains as-
sumes that �4 deems the relationships generated by
the missing item T is irrelevant. Such an assumption
is clearly incorrect and will yield inconsistent results
at the mass combination stage [6]. However, if we
compute the relational information within each FOD
restricting our view to the common items which ac-
counts for the contents of the original sets, the com-
parison that is drawn now is more sensible. For exam-
ple, considering X = fA; Cg and Y = fD;Wg where
X \Y = ; together with Transactions 4 and 5 in Fig-
ure 1, the relevant information that can be compared
without inconsistencies comes from

X;Y � �4 and Un(X);Un(Y );

X; Y � �5 and Un�4(X);Un�4(Y ):

We now proceed to use these conditional measures
for belief and plausibility to present measures for the
con�dence and support of an association.

5. CONFIDENCE AND SUPPORT

MEASURES

In DS theory literature, causes of uncertainty have
been identi�ed to roughly belong to two categories
referred to as randomness and non-speci�city. The
randomness uncertainty arises due to the incapacity
of di�erentiating among di�erent items [15]. This
type of uncertainty is associated with the Bayesian
portion of a given BOE. In an association mining en-
vironment, the degree of support for individual items
signi�es its relevance when numerical values are com-
puted for the relationships. Hence, for items with
multiplicity, higher mass values would be assigned
thus the resulting impact on relational information
is higher.

The second form of uncertainty is non-speci�city
that arises due to the incapacity of di�erentiating
among the factors within each itemset. This is the
non-Bayesian portion of the BOE. For example, the
bpa assigned to fC;Dg numerically represents our
subjective view of items fCg and fDg co-occurring.
The higher the mass assignment for an itemset, the
higher its relational information is.



In general, relational information represented in
a BOE is a combination of both randomness and
non-speci�city. In our framework, we monopolize the
qualitative nature (instead of quantitative aspect) of
the information to characterize the subjective knowl-
edge associated with any item in the database. Hence
at the time of information extraction, the relational
information represented via the bpa s simulates hu-
man reasoning to a certain degree. We illustrate the
salient features of the DS modeling strategy described
above via the bpa for Transaction 2 in Figure 1:

m2(fCg) = 0:2; m2(fDg) = 0:1;

m2(fWg) = 0:1; m2(fC;Dg) = 0:35;

m2(fD;Wg) = 0:15;m2(fC;D;Wg) = 0:1:

Observe the following:

1. The relatively higher mass assigned to fCg in
comparison to fDg and fWg represents the sig-
ni�cance of the multiplicity of item C. Uncer-
tainty due to randomness is generated by this
assignment.

2. The higher values of mass assigned to fC;Dg
represents a stronger inter-relationship between
fCg and fDg. Uncertainty due to non-speci�city
is generated by this assignment.

3. In general, not all relationships are possible.
For example fC;Wg is not a focal element in
the above assignment. This indicates that the
relationship is not possible in the given BOE.

Hence it can be seen that one bpa function can
be used to represent two di�erent kinds of subjective
information associated with the inter-relationships of
the items in a transaction. In [6], the following mea-
sures are introduced:

De�nition 5 Joint Uncertainty Measures for

Randomness and Non-Speci�city. The joint un-
certainty measures given A associated with random-
ness and non-speci�city assigned to exactly B � A �
� in the BOE f�;F ;mg are de�ned as

RA(B) =
X

C�A

X

D�B

BelC(D) log
2

BelC(D) + PlC(D)
;

NA(B) =
X

C�A

X

D�B

PlC(D) log
1

1� `[UnC(D)]
: (7)

A measure that accounts for the complete rela-
tional information that can be associated with a BOE
f�;F ;mg can be de�ned via the function HA(B) =
RA(B) +NA(B), where HA : 2� 7! [0;1). Further
details appear in [6].

The information measures derived above can then
be used to �nd suitable expressions for the support

and con�dence of an association within the DS frame-
work. Considering Transactions 4 and 5 shown in
Figure 1, we have �5 = fA; C;D; T ;Wg. As is the
case in the DS framework, suppose each instance is

associated with a bpa mk : 2�
k

7! [0; 1] providing
us with a subjective view of how di�erent items are
interrelated and in
uence the k-th transaction. To
recast an association rule within the framework pro-
posed in this work, for any proper subset C � � with
C =

T
8k�

k, the support and con�dence of the asso-
ciation rule X =) Y may be quanti�ed via [6]

support(X =) Y ) �
X

k

Hk

C(X [ Y );

con�dence(X =) Y ) �
X

`

H`
C
(Y )

H`
C
(X)

; (8)

where the summation is over all k instances and all
the instances ` that have an implication on X , re-
spectively.

Contrary to the conventional association rule min-
ing where comparisons are performed in terms of fre-
quency of occurrence, these de�nitions of support and
con�dence take one's subjective assessments into ac-
count. In the traditional association rule mining ap-
proach, these measures are de�ned within the con�nes
of a Bayesian probability space. Correspondingly, if
the FOD s have bpa s that are Bayesian, the result-
ing DS framework indicates that there are no inter-
relationships among the items under consideration.

The support and con�dence functions can now be
used to consider rules that satisfy the given minimum
support and con�dence thresholds as strong with re-
spect to X =) Y .

6. CONCLUSION

In this paper, we have provided an alternative to
the conventional association rule mining that is based
on frequency of occurrence as a basis for identifying
the rules. The proposed analytical framework that
is based on the DS theory presents a novel way of
incorporating subjective knowledge into the associa-
tion rule mining process. Such a framework is capa-
ble of simulating the subjective analysis environment
of a human user thus providing a qualitative basis
for extracting association rules rather than the more
quantitative approaches proposed in the existing lit-
erature.

In the conventional association rule mining, since
only the frequency of occurrence of the itemsets and
the existence or the non-existence of an item at the
time of assessing frequent itemsets (the initial and
the most important step in association rule mining)
are considered, it is entirely possible to derive incon-
sistent or illogical associations from the data. The
primary causes of this are its inability to e�ectively



gauge the inter-relationships among items and the
multiplicity of an item when forming the frequent
itemsets. On the other hand, the proposed frame-
work avoids such issues by explicitly quantifying the
subjective information we have regarding the inter-
relationships within the items and the multiplicity of
an item in a transaction via bpa s that implicitly ac-
count for the frequency of occurrence. Hence, the as-
sociation rules derived from such a framework is con-
sistent with logical human reasoning. A more general
framework of extracting relational information from
a subjective environment can be developed with the
conditional framework and the measures of support
and con�dence of association rule mining mentioned
above.
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