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Abstract

With the explosive growth of the size of databases
and the amount of data in them, the discovery of se-
mantic relationships in databases has become a solu-
tion to facilitate the integration of those seemingly dis-
parate and autonomous components since it is difficult
to detect semantic heterogeneity among databases. An
earlier paper provided an approach which uses logical
reasoning and object-oriented techniques to discover
new semantic relationships of the object classes in mul-
tiple databases. However, several prior information
are required in the logical reasoning-based knowledge
discovery approach. In this paper, an extension of
the data mining approach for the discovery of the se-
mantic relationships is proposed. The extended data
mining approach includes the original logical reason-
ing approach with an addition of an association rule
mining algorithm.
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1 Introduction

Today, many databases exist, especially in a dis-
tributed information-providing environment that con-
sists of a network of heterogeneous databases. Un-
avoidably, users now need shared access across these
multiple autonomous databases. Related information
important to a global application or request may exist
in multiple and incompatible local databases. In ad-
dition, semantically related data might be represented
in different database schemas under different database
management systems (DBMSs). That is, semantically
similar pieces of information may have very different
names and different data structures in separate local
databases [2].

A number of researchers [1, 4, 5, 6] have investi-
gated the problem of semantic interoperability in a
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heterogeneous database environment. It is very diffi-
cult to find semantic heterogeneity since the schemas
of the databases do not provide enough semantics to
interpret data consistently. For this purpose, the data
mining technique can be used. In a previous study,
we proposed a logical reasoning-based approach that
is based on the object-oriented paradigm to discover
the semantic relationships in the databases [3]. How-
ever, in the logical reasoning-based knowledge discov-
ery approach, the equivalence relation set needs to
be provided as a priori. This paper is an extension
for the knowledge discovery process. In this paper,
an extended data mining approach that incorporates
an association rule mining algorithm in the original
logical reasoning-based approach to form one single
framework is proposed. The association rule mining
algorithm can exploit the set of quasi-equivalent ob-
ject classes in the databases as shown in [7]. The
discovered quasi-equivalent object class pairs are to
approximate the structurally equivalent relationships
in the databases. Hence, the equivalence relation set
does not need to be provided as a prior information.
An empirical study is also given to illustrate how the
proposed data mining approach works.

This paper is organized as follows. In next section,
the proposed approach consisting of an overview of the
logical reasoning-based knowledge discovery approach,
the association rule mining algorithm, and an empiri-
cal study is introduced. Section 3 concludes the paper.

2 The Proposed Approach

2.1 Overview of the Logical Reasoning-
Based Approach

In this paper, Cj; is an object class in a database
d;, where the index ‘%’ indicates the database identifi-
cation and ‘’ represents the object class identification
within the database. Of]- is an object associated with



the object class C;;, where %k’ denotes the object iden-
tification.

e An object class relationship CR(Cjj, Crn) repre-
sents the superclass, subclass, and equivalence se-
mantic relationships of two object classes C;; and
Cn- Its value is captured through a triplet (P,
B, E) where P, B, and E indicate the suPerclass,
suBclass, and Equivalence relations between Cj;
and C,,, respectively. Each entry with value 1
indicates that the two object classes have the cor-
responding semantic relationship.

e An object class relationship matriz R;, is gen-
erated to represent the relationships between
databases d; and d; in the way that every (j, n)th
element in R;y, is the value CR(Cjj, Cn).

o g(Cmn,Cij) is the object class relationship inver-
ston function such that

CR(Cmn:Cij) = g(CmTL:CZJ) = (BlaplaEl)
if CR(Cyj, Crmn)=(Py, B, Ey).

e h(C;;,Crn) is the logical reasoning function
which derives the new semantic relationships be-
tween two object classes C;; and Cp,p, from dif-
ferent databases, where i<m and n>1.

h(Cijycmn) = CR(Cijacml) 1% CR(le, Cmn);

where < is the logical operator A and is applied
to each element in the triplet.

o TRSp, is the total object class relation set that
lists all the semantic relationships of the object
classes in the cluster P,. Here, it is assumed
that the network of databases is partitioned into
a set of clusters with each cluster (Py) consisting
of those object classes in its member databases.

Initially, TRSp, is defined as the following:
TRSp, = Seq U RS1 U RS2

Here, S, is the equivalence set, RS; consists of the
object class relationships within each database, and
RS> contains the object class relationships for object
classes Cy; in d; and Chy; in dpy, for i<m. Hence, the
new semantic relationships in two databases can be
inferred and put in the updated TRSp, set. Origi-
nally, the equivalence relation set S, needs to be pro-
vided as an input (i.e., prior information) for this log-
ical reasoning-based approach. In order to allow the
knowledge discovery process more complete, an asso-
ciation rule mining algorithm that exploits the quasi-
equivalence relationships for the object classes in the

databases is developed. This association rule mining
algorithm is incorporated into the logical reasoning-
based knowledge discovery process to make the pro-
cess of mining database semantic relationships a single
framework. The quasi-equivalence relationships are
used to approximate the structurally equivalence re-
lationships in the databases.

2.2 The Association Rule Mining Algo-
rithm

Let m and n be object classes, Nmo the total num-
ber of object classes, af fm,n the relative affinity rela-
tion between m and n, ¢ the total number of queries,
accessy, the access frequency of query k per time pe-
riod, and usen, i the usage pattern with value 1 if ob-
ject class m is accessed by query k and value 0 oth-
erwise. The affinity-based support, confidence, and
interest factors are defined as follows.

q
af frn = Zusem,k X usen X access (1)

k=1
SUPPOTt(m) — Zzzl USEm k X ACCESS, (2)
i, accessy,
affmn
supportim - n) = ——2 2" 3
ppori{ ) > oi_, accessy, (3)
support(m — n
con fidence(m — n) = M 4)
support(m)
t(m —
interest(m — n) = support(m — n) 5)
support(m)support(n)

The association mining process consists of two phases.

* Steps for Phase I:

1. For all the 1-itemsets, compute support(m)
(Equation 2).

2. For all the 2-itemsets,

o Compute af frm,n (Equation 1).
e Compute support(m — n) (Equation 3).
e Compute con fidence(m — n) (Equation 4).
e Compute interest(m — n) (Equation 5).
3. Initialize

candidate-pool = 0, crial = 20%, cria2 = 50%,
and iter = 1.

4. For m =1 to Nmo,



(a) If iter = 1 then find the maximal interest
value I, from interest(m — n) where an
object class n is in a different database since
the equivalence relationship can occur only
when two object classes are from different
databases.

(b) Set interest threshold IntT'd = crial x iter x
I,.

(¢) For those object classes n’s,
if iter = 1 then candidate-pool = candidate-
pool J {(m,n)} when interest(m — n) >
IntTd
else (m,n) is removed from candidate-pool
when interest(m — n) < IntTd.

5. Check the interesting constraint:
if (m,n) € candidate-pool and (n,m) ¢
candidate-pool, then (m,n) is removed from
candidate-pool.

6. Check the refinement constraint:
if the number of object class m (which has zero
or one (m,n) in candidate-pool) > cria2 x Nmo,
then goto Phase II else set iter = iter + 1 and
goto step 4.

* Steps for Phase II:
1. Set the confidence threshold Conf = 99%.

2. For each pair (m,n) in candidate-pool,
if confidencelm — n) < Conf and
confidence(n — m) < Conf, then (m,n) is re-
moved from candidate-pool.

3. Check if further conditions need to be imposed to
remove some unreasonable situations.

2.3 Empirical Study

An empirical study is used to illustrate the incor-
poration of the association rule mining algorithm in
the logical reasoning approach for the discovery of
database semantic relationships. Assume there are ten
queries that are run on six databases. The access fre-
quencies for the queries are 25, 100, 30, 70, 45, 35,
40, 60, 10, and 10, respectively. Each database has a
set of object classes and each object class has a set of
attributes. Let the object class be numbered from 1 to
21 and the object classes in the same database have
consecutive numbers. Table 1 shows the usage pat-
terns of object classes versus the set of queries. The
entity with value 1 indicates that the query accessed
the corresponding object class.

Table 1: Query usage patterns
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3 (C2,1)
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5 (C2,3)
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9 (C3,4)
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11 (C4,2)
12 (C4.3)
13 (C4,4)
14 (Cy45)
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17 (Cs,3)
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19 (Cs,1)
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21 (Cs,3)
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To find the quasi-equivalence relationships for the
object classes, the above information is applied to the
association rule mining algorithm. First, the values
for crial, cria2, and Conf need to be predefined. Set
crial = 0.2, eria2 = 0.5, and Conf = 99%. Then, the
association rule mining algorithm is executed based on
these values. Four iterations were executed in Phase
I. For each iteration, the interest threshold, interest
constraint, and refinement constraint were checked.
The interest threshold value increases in proportional
to the number of iterations. In the first iteration,
there were 265 object class pairs satisfying the mini-
mal interest threshold checking and 260 pairs remain-
ing in the candidate-pool after the interest constraint
checking. The refinement constraint checking failed
so it goes to next iteration for Phase I. In the sec-
ond iteration, 200 pairs satisfied the minimal interest
threshold checking and 44 pairs were removed from
the candidate-pool after the the interest constraint
checking. The refinement constraint checking failed,
too. In the third iteration, there were 142 object
class pairs satisfying the minimal interest threshold
checking and the candidate-pool shrank to 90 pairs
after the interest constraint checking. Again, the re-
finement constraint checking failed. Then, it went to
the fourth iteration that 200 pairs satisfied the mini-
mal interest threshold checking and 44 pairs were re-
moved from the candidate-pool after the the interest



constraint checking. Now, the refinement constraint
was satisfied so that Phase I stopped.

In Phase II, the confidence threshold Conf is set
to be 99%. There were 18 pairs left in the candidate-
pool after the confidence constraint checking. That is,
12 more pairs were removed from the candidate-pool
in the confidence constraint checking. Finally, it was
checked whether some unreasonable situations need to
be removed. In this example, there is no unreasonable
situation in the candidate-pool. Hence, the mining al-
gorithm stopped and the final number of object class
pairs that have the quasi-equivalence relationships is
18. Since the quasi-equivalence relationship (m,n) is
the same as the quasi-equivalence relationship (n,m),
there are 9 quasi-equivalent object class pairs when the
order of the object classes is not considered. In fact,
these nine pairs match with the structurally equivalent
object classes known to be existing in the databases.
This result shows that the association rule mining al-
gorithm exploits the equivalent object class pairs cor-
rectly.

After the quasi-equivalence relationships are discov-
ered, the relationship derivation algorithm can be ex-
ecuted. For example, the semantic relationships be-
tween Cy; and Cy and between Ci5 and Cy can be
discovered in the following manner.

h(C11,C22) = CR(C11,Ca1) © CR(Cy1,Ca2)
= (1,0,0) © (1,0,0) = (1,0,0).
h(Ci2,C22) = CR(C12,Ca1) © CR(Cy1,Ca2)
= (1,1,1) © (1,0,0) = (1,0,0).
Here, CR(Clg,Cgl) = (1,1,1) (i.e., 012 and 021 are
equivalent) is obtained from the result of the associ-
ation rule mining algorithm. In addition, the object
class relationship matrix for every pair of databases
can be generated by the logical reasoning-based ap-
proach. For example, the object class relationship ma-
trix Ry for databases d; and ds is shown as follows.

C'21 C’22 CV23
R~ Cu ((1,0,00 (1,0,0) (0,0,0)
12 012 (15171) (15070) (05070)

All the semantic relationships in these two databases
are captured in this matrix. Since the association rule
mining algorithm is incorporated in the original logical
reasoning-based approach, the new data mining pro-
cess becomes a single framework for discovering the
database semantic relationships.

3 Conclusions

In this paper, a new data mining approach that
extends the original logical reasoning-based approach

with the incorporation of an association rule mining
algorithm is presented. A new set of affinity-based
measures to augment the standard measures of sup-
port, confidence, and interest is defined in the asso-
ciation rule mining algorithm. The result of the em-
pirical study shows that the association rule mining
algorithm discovers the set of quasi-equivalent object
class pairs that matches the structural equivalent ob-
ject class pairs in the databases correctly. Once the
semantic relationships are discovered, the information
can be used to resolve the heterogeneity and hence to
speed up schema integration.
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