
DATABASE CLUSTERING AND DATA WAREHOUSINGMei-Ling Shyu, Shu-Ching Chen, and R. L. KashyapSchool of Electrical and Computer EngineeringPurdue University, West Lafayette, IN 47907-1285, U.S.A.E-mail:fshyu, shuching, kashyapg@ecn.purdue.eduABSTRACTDue to the complexity of real-world applications, thenumber of databases and the volume of data have in-creased tremendously. Discovering qualitative and quan-titative patterns from databases in such a distributedinformation-providing environment has been recognizedas a challenging task. In response to such a demand,data mining and data warehousing techniques are emerg-ing to extract the previously unknown and potentiallyuseful knowledge to provide better decision support.This paper presents a mechanism called Markov ModelMediators (MMMs) to facilitate the understanding ofthe data warehouse schemas/views and the improve-ment of the query processing performance by analyz-ing and discovering the summarized knowledge at thedatabase level. Simulation results show that the datamining process leads to a better federation of datawarehouses and reduces the cost of query processing.To illustrate these bene�ts, our approach has been im-plemented and a simple example and several experi-ments on real databases are presented.1. INTRODUCTIONWith the increasing complexity of real world applica-tions, the need for discovering useful information andknowledge in a distributed information-providing envi-ronment has posed a great challenge to the databaseresearch community. Online databases, consisting ofmillions of media objects and objects, have been usedin business management, government administration,scienti�c and engineering data management, and manyother applications owing to the recent advances in high-speed communicationnetworks and large-capacity stor-age devices. In addition, the number of such databaseskeeps growing rapidly and this explosive growth in dataand databases has resulted in the research areas of datawarehousing and data mining [3] [5] [18].Data warehousing deploys database technologies forstoring and maintaining data. A data warehouse is asubject-oriented, integrated, time-varying, non-volatilecollection of data that is used primarily in organiza-tional decision making [9]. Data warehousing aims at

enabling better and faster decision making for knowl-edge worker (executive, manager, analyst) [3]. Deci-sion support usually requires the data from many het-erogeneous databases that have data of varying qual-ity or of di�erent representations. The data incon-sistency among the databases have to be reconciled.However, our focus in this paper is to design the datawarehouse schema and views, and therefore the detailsof the resolution of con
icts among databases are notdiscussed. Data warehousing technologies have beenbene�cial to many industries such as the manufactur-ing, retail, transportation, healthcare, telecommunica-tions, etc. Since data warehousing is targeted for deci-sion support, the summarized and consolidated infor-mation from data is more important than the detailedand individual records. The summarized and consoli-dated information may be missing from the data in thedatabase, but can be obtained from the data miningtechniques.Data mining is a process to extract nontrivial, im-plicit, previously unknown and potentially useful in-formation from data in databases. Many other termssuch as knowledge discovery in databases, knowledgemining from databases, knowledge extraction, data ar-chaeology, data dredging, data analysis, etc. carry asimilar or slightly di�erent meaning in the existing ar-ticles and documents [5]. Data mining involves dataanalysis techniques that are used in statistical and ma-chine learning and related algorithmic areas. Three ofthe most common methods to mine data are associa-tion rules [14] [15], data classi�cation [4] [11] and dataclustering [7] [20]. Association rules discover the co-occurrence associations among data. Data classi�ca-tion is the process that classi�es a set of data into di�er-ent classes according to some common properties andclassi�cation models. Finally, data clustering groupsphysical or abstract objects into disjoint sets that aresimilar in some respect.In databases, data clustering places related or simi-lar valued records or objects in the same page on disksfor performance reasons. A good clustering methodensures that the intra-cluster similarity is high and theinter-cluster similarity is low. Many data clustering



strategies have been proposed in the literature. Meth-ods that rely on the designers to give hints on what ob-jects are related require the domain knowledge of thedesigners [2] [12]. Syntactic methods such as depth �rstand breadth �rst, determine a clustering strategy basedsolely on the static structure of the database [10]. Thedisadvantages of this strategy are that it ignores the ac-tual access patterns and the queries might not traversethe database according to the static structure. Thethird type of methods gather the statistics of the accesspatterns and partition the objects based on the statis-tics [16] [17]. Other strategies such as the placementtree clustering method in [1] and the decomposition-based simulated annealing clustering method [8] com-bine two or all of the above strategies.However, in a distributed information-providing en-vironment, the number of databases has increased tre-mendously and much of the data in each database isstructural in nature. Moreover, the workloads are queryintensive with mostly complex queries that tend to ac-cess millions of records from a set of databases in suchan environment. Hence, instead of data clustering,there is a need to analyze and discover summarizedknowledge at the database level, i.e. database clus-tering. Similar to data clustering, database cluster-ing is to group related databases in the same cluster(data warehouse) such that the intra-cluster similarityis high and the inter-cluster similarity is low. Here, twodatabases are said to be related in the sense that theyeither are accessed together frequently or have similarrecords or objects. Those member databases that areconceptually placed in the same cluster are the data ina data warehouse. A federation of data warehouses isconstructed, each with its own decentralized adminis-tration.This paper considers conceptual database clusteringrather than physical database clustering. Conceptualmodeling allows an abstract representation of the par-ticipating databases and describes the databases witha set of conceptual schemas at di�erent abstract lev-els. The objective of conceptual database clustering isto facilitate the understanding of the data warehouseschemas/views and the improvement of the query pro-cessing performance. An e�cient database clusteringapproach can enhance the performance by placing onthe same data warehouse the related set of databases.Query processing, in general, involves the closely inter-related communication cost and processing cost. Datawarehouses may contain large volumes of data. To an-swer query e�ciently, it requires a good database clus-tering strategy, a good data warehouse schema, anda good query processing technique. Essentially, sincea set of databases belonging to a certain applicationdomain is put in the same data warehouse and is re-quired consecutively on some query access path, thenumber of platter switches (communication cost) and

the number of node traversed (processing cost) for dataretrieval with respect to queries can be reduced. On theother hand, physical database clustering aims at im-proving the performance of databases by actually mov-ing around the databases that is not realistic given theautonomy of the databases.In this paper, we propose the use of Markov modelmediators (MMMs) as the schemas and views for datawarehouses. First, the network of databases is repre-sented as a browsing graph with each database repre-sented as a node in the browsing graph. Then, a setof historical data, i.e. the usage patterns and accessfrequencies of the queries issued to the databases, to-gether the data in the databases are used to generatetraining traces for the data mining process to mine theuseful and summarized knowledge. It is not hard torecord the usage patterns and the access frequencies ofthe queries issued to the databases since programs canbe developed for this purpose. Hence, the access pat-terns of the browsing graph are modeled as a MarkovChain and each database is modeled as a local MMMwith model parameters �=(S;F ;A;B,�;	). Finally,the large browsing graph is then decomposed into a fed-eration of data warehouses via the proposed stochasticclustering strategy which uses similarity measures cal-culated based on the sets of model parameters of thelocal MMMs. A larger similarity value between twolocal MMMs implies that they should belong to thesame data warehouse. The model parameters of thelocal MMMs and the information for stochastic clus-tering are extracted from the summarized knowledgein the data mining process. The stochastic strategyis adopted since it provides better performance in ob-ject clustering [17]. After the federation of data ware-houses is constructed, one integrated MMM serves asthe schema and the view for one data warehouse. More-over, the data mining process is executed based on thequery loads over a certain period of time so that chang-ing workloads implies changing the construction of datawarehouses. Hence, we might need to reconstruct theset of data warehouses periodically, say annually or bi-annually.A simple example is �rst used to illustrate how thehistorical data is used to construct a set of data ware-houses. Then, we conduct several experiments withthe use of real database management systems at Pur-due University. Our experimental results demonstratethat our approach can dramatically reduce the cost ofquery processing in comparison with the random clus-tering method.The rest of the paper is organized as follows. Prob-lem formulation is given in Section 2. The informationmining process for constructing a federation of datawarehouses based on the proposed MMM mechanism isintroduced in Section 3. Performance results are pre-sented in Section 4. Section 5 contains the summary.



2. PROBLEM FORMULATIONThe essence of a distributed information-providing en-vironment is a large number of databases which arenavigated by queries. Many queries in such a dis-tributed information-providing environment require notonly the detailed and individual records but also thesummary and consolidated information in the databases.In addition, the cost of query processing is very ex-pensive especially in such a large-scaled environmentbecause the workloads are query intensive with mostlycomplex queries that tend to access millions of recordsfrom a set of databases. For example, in order to iden-tify possible fraudulent claims, an insurance companyneeds to access information from several databases suchas its own databases, the databases of other insur-ance companies, the databases of the police, etc. Allthese needed databases might be distributed at di�er-ent places. The cost of query processing is pretty highwhen accessing these databases. However, if the relateddatabases are conceptually grouped together, the costof query processing can be expected to be reduced sincethese databases usually belong to a certain applicationdomain and are required consecutively on some queryaccess path. Hence, the need to perform database clus-tering by discovering the summarized knowledge in thedatabases to accelerate query processing has becomeinevitable. In response to such a demand, data min-ing and data warehousing techniques are emerging toextract the previously unknown and potentially use-ful knowledge to assist in conceptually organizing thedatabases to reduce the cost of query processing.As a result, the network of databases is modeled asa browsing graph, called G. Each database is associ-ated with a node in the graph, and the directed arcsrepresent the relationships among the nodes in termsof traversing through databases. A query is processedby traversing the graph and retrieving the informationas the required node (database) is visited. Since queryprocessing in such a browsing graph is restricted di-rectly by the topology of G, given a node in G to bethe current node, a query can access only one of thenodes incident with the current node and the selectionof the next node is dependent only on the current node.An arc between two databases indicates that these twodatabases have some structurally equivalent media ob-jects. Without loss of generality, it is assumed that anytwo databases are connected by two opposite directedarcs since the equivalence relationship is bi-directional.We can transform the browsing graph G into a MarkovChain in the following manner so that the browsinggraph is equivalent to the transition diagram of theMarkov Chain and the access patterns for queries onG can be modeled as a �nite-state time-homogeneousMarkov Chain.(1) Each node in G is represented by a state in the

Markov Chain.(2) The branch probabilities in G are representedby the one-step transition probabilities in the MarkovChain.Therefore, a new mechanism called Markov ModelMediators (MMMs) which adopt the Markov Modelframework and themediator concept is proposed in thispaper. A Markov model is a well-researched mathe-matical construct which consists of a number of statesconnected by transitions. The states represent the al-ternatives of the stochastic process and the transitionscontain probabilistic and other data used to determinewhich state should be selected next. All transitionsSi ! Sj such that Pr(Sj j Si) > 0 are said to be al-lowed, the rest are prohibited. A discrete-parameterMarkov process or Markov sequence is characterizedby the fact that each member of the sequence is con-ditioned by the value of the previous member of thesequence. A Markov Chain is a dynamic system, evolv-ing in time. Since the current member, xk+1, is con-ditionally independent of x0, x1, : : :, xk�1 given xk,the branch probabilities are independent of the timeindex k. Therefore, the Markov Chain is said to be ho-mogeneous. The stochastic behavior of a homogeneouschain is determined completely by its model parame-ters. Since the access patterns of the databases can bemodeled as a Markov Chain and the databases/mediaobjects pertain to the characteristics of a discrete sys-tem, the compact notion �=(S;F ;A;B,�;	), where Sis a set of media objects called states, F is a set of at-tributes/features, A denotes the state transition prob-ability distribution, B is the observation symbol prob-ability distribution, � is the initial state probabilitydistribution, and 	 is a set of augmented transition net-works (ATNs), is adopted. The augmented transitionnetwork (ATN) is a semantic model to model multime-dia presentations, multimedia database searching, andmultimedia browsing. For the details of ATNs and howMMMs are used for database searching, please see [6][13]. [19] de�nes a mediator to be a program that col-lects information from one or more sources, processesand combines it, and exports the resulting information.In other words, mediators can be said to be a programor a device which expresses how to integrate di�erentdatabases.Each database is modeled by a local MMM. Theprimary objectives for constructing local MMMs are toachieve data model homogeneity by transforming eachlocal schema expressed in di�erent data models intoa single model, to achieve uniformity in the modelingconstructs, and to store the semantic knowledge gath-ered about the media objects inside a database. Thestructure of the member media objects in a databaseis modeled by the sequence of the MMM states con-nected by transitions. The model parameters and thea�nity relation between two databases are mined from



the state sequence, the individual databases, and a setof historical data such as the usage patterns and ac-cess frequencies of the queries issued to the databases.According to the discovered a�nity relations, the largebrowsing graph can be clustered into a federation ofdata warehouses. Conceptually, a data warehouse has aset of related databases and an integrated MMM servesas the schema and the view of the data warehouse.Conceptual data warehouse is an abstract representa-tion of the participating databases rather than actuallymoving the databases around. Two databases are saidto be related in the sense that they either are accessedtogether frequently or have similar records or objects.Then the constructed data warehouses play the rolesto reduce the cost of query processing.Table 1: The usage patterns { the entity with value 1 in-dicates the query accessed the corresponding media object.For example, the media object 2 (C1;2) has been accessedby queries q1, q2, q5, and q7.usage queryq1 q2 q3 q4 q5 q6 q7 q81 (C1;1) 1 1 0 1 1 1 0 02 (C1;2) 1 1 0 0 1 0 1 03 (C2;1) 1 0 1 0 1 0 0 14 (C2;2) 1 0 1 1 1 0 1 15 (C2;3) 0 0 1 1 0 0 1 16 (C3;1) 0 1 1 1 1 1 0 07 (C3;2) 0 1 1 1 0 0 1 18 (C3;3) 0 1 1 0 1 0 1 19 (C3;4) 0 1 1 0 0 1 0 110 (C4;1) 0 0 0 1 1 0 0 011 (C4;2) 1 0 0 1 0 1 0 012 (C4;3) 0 1 0 0 1 0 1 113 (C4;4) 1 1 0 0 1 1 1 13. INFORMATION MINING PROCESSA simple example is used to illustrate the informationmining process. Assume there are four participatingdatabases, each database has a set of media objects andeach media object has a set of attributes/features.Example 1: The media objects of four databasesand part of the attributes/features for the databasesare shown as follows.d1 = fcenter ; departmentg = fC1;1; C1;2g;C1 ;1 , fname; location; president ; dnamegd2 = fdept ; emp; projectg = fC2;1; C2;2; C2;3g;d3 = femployee; secretary ; engineer ;managerg= fC3;1; C3;2; C3;3; C3;4g;d4 = fInletValve;NeedleSeat ; InletNeedle,Manufacturerg = fC4;1; C4;2; C4;3; C4;4g.

A set of historical data is used to generate the train-ing traces which are the central part of the informationmining process. Assume there are eight sample querieswith the access frequencies: 25, 100, 30, 70, 45, 35,40, and 60. Table 1 shows the usage patterns of mediaobjects versus a set of sample queries.3.1. Formulation of the Model ParametersThere are three probability distributions for each MMM{ A;B, and � where A is the state transition probabil-ity distribution, B is the observation symbol probabil-ity distribution, and � is the initial state probabilitydistribution.� State Transition Probability DistributionWe use the relative a�nity measurements to indi-cate how frequently two media objects are accessed to-gether. When two databases whose media objects areaccessed together more frequently, they are said to havea higher relative a�nity relationship. Accordingly, interms of the state transition probability in a MarkovChain, if two databases have a higher relative a�n-ity relationship, the probability that a traversal choiceto node j given the current node is in i (or vice versa)should be higher. Realistically, the applications cannotbe expected to specify these a�nity values. Therefore,formulas to calculate these relative a�nity values needto be de�ned.Let Q = fq1, q2, : : :, qqg be the set of samplequeries that ran on the databases d1; d2, : : : ; dd withmedia object set OC = f1, 2, : : :, gg in the distributedinformation-providing environment. De�ne the vari-ables:ni = number of media objects in database diusem;k = usage pattern of media object m withrespect to query qk per time period(available from the historical data)usem;k � 1 if media object m is accessed by qk0 otherwiseaccessk = access frequency of query qk per timeperiod (available from the historicaldata)affm;n = a�nity measure of media objects mand nfm;n = the joint probability which refers to thefraction of the relative a�nity of mediaobjects m and n in a database (or awarehouse) with respect to the totalrelative a�nity for all the media objectsin a database (or a warehouse)



fm = the marginal probabilityam;n = the conditional probability which refers tothe state transition probability for an MMMaffm;n = qXk=1usem;k � usen;k � accessk (1)fm;n = affm;nPm2di Pn2di affm;n (2)fm =Xn fm;n (3)am;n = fm;nfm (4)We denote A the state transition probability distribu-tion whose elements are am;n. The accessk and usem;kvalues required for calculating fm;n are assumed to beavailable from the historical data.Example 2: Tables 2 to 5 give the calculated statetransition probability distributions for d1 to d4.Table 2: The state transition probability distribution A ford1. For example, the transition goes from state 1 (mediaobject C1;1) to state 2 (media object C1;2) is 0.3820.state 1 21 0.6180 0.38202 0.4474 0.5526Table 3: The state transition probability distribution A ford2. For example, the transition goes from state 1 (mediaobject C2;1) to state 2 (media object C2;2) is 0.3902.state 1 2 31 0.3902 0.3902 0.21952 0.2540 0.4286 0.31753 0.1837 0.4082 0.4082Table 4: The state transition probability distribution A ford3. For example, the transition goes from state 1 (mediaobject C3;1) to state 2 (media object C3;2) is 0.2439.state 1 2 3 41 0.3415 0.2439 0.2134 0.20122 0.2174 0.3261 0.2500 0.20653 0.2011 0.2644 0.3161 0.21844 0.2143 0.2468 0.2468 0.2922� Observation Symbol Probability DistributionThe observation symbol probability denotes the prob-ability of observing an output symbol from a state.

Table 5: The state transition probability distribution A ford4. For example, the transition goes from state 1 (mediaobject C4;1) to state 2 (media object C4;2) is 0.2545.state 1 2 3 41 0.4182 0.2545 0.1636 0.16362 0.2692 0.5000 0 0.23083 0.0841 0 0.4579 0.45794 0.0687 0.0916 0.3740 0.4656Here, the observed output symbols represent the at-tributes and the states represent the media objects.Since a media object has one or more attributes and anattribute can appear in multiple media objects, the ob-servation symbol probabilities shows the probabilitiesan attribute is observed from a set of media objects.A temporary matrix BB whose rows are all the dis-tinct media objects and columns are all the distinctattributes in the environment is de�ned as follows.BBp;q = � 1 if attribute p appears in media object q0 otherwiseEach entity of BB is assigned a value 1 or 0 to indicatewhether an attribute appears in a media object of thedatabase. After BB is constructed, the observationsymbol probability distribution B can be obtained vianormalizing BB per column. In other words, the sumof the probabilities which the attributes are observedfrom a given media object should be 1.Example 3: Similarly, Tables 6 to 9 are the ob-servation symbol probability distributions for d1 to d4,respectively.� Initial State Probability DistributionSince the information from the training traces isavailable, the preference of the initial states for queriescan be obtained. For any media object m 2 di (the ithdatabase), the initial state probability is de�ned as thefraction of the number of occurrences of media objectm with respect to the total number of occurrences forall the member media objects in di from the trainingtraces. �i = f�mg = Pqk=1 usem;kPnil=1Pqk=1 usel;k (5)Example 4: In this example, using Equation 5, thefour initial state probability distributions for d1 to d4can be determined.�1 = [5/9 4/9] for database d1�2 = [4/14 6/14 4/14] for database d2�3 = [5/19 5/19 5/19 4/19] for database d3�4 = [2/15 3/15 4/15 6/15] for database d4



Table 6: B for d1.1 21 1/4 02 1/4 03 1/4 04 1/4 1/45 0 1/46 0 1/47 0 1/48 0 09 0 010 0 011 0 012 0 013 0 014 0 015 0 016 0 017 0 018 0 019 0 020 0 021 0 022 0 023 0 024 0 025 0 026 0 027 0 028 0 029 0 030 0 0
Table 7: B for d2.1 2 31 1/3 0 02 1/3 0 03 0 0 04 0 0 05 0 0 06 0 0 07 0 0 08 1/3 0 09 0 1/5 010 0 1/5 011 0 1/5 012 0 1/5 013 0 1/5 1/414 0 0 1/415 0 0 1/416 0 0 1/417 0 0 018 0 0 019 0 0 020 0 0 021 0 0 022 0 0 023 0 0 024 0 0 025 0 0 026 0 0 027 0 0 028 0 0 029 0 0 030 0 0 0Table 8: B for d3.1 2 3 41 1/4 0 0 02 0 0 0 03 0 0 0 04 0 0 0 05 0 0 0 06 0 0 0 07 0 0 0 08 0 0 0 09 0 0 0 010 0 0 0 011 0 0 0 012 0 0 0 013 0 0 0 014 0 0 0 015 0 0 0 016 0 0 0 017 1/4 1/2 1/2 1/218 1/4 0 0 019 1/4 0 0 020 0 1/2 0 021 0 0 1/2 022 0 0 0 1/223 0 0 0 024 0 0 0 025 0 0 0 026 0 0 0 027 0 0 0 028 0 0 0 029 0 0 0 030 0 0 0 0

Table 9: B for d4.1 2 3 41 0 0 0 02 0 0 0 1/23 0 0 0 04 0 0 0 05 0 0 0 06 0 0 0 07 0 0 0 08 0 0 0 09 0 0 0 010 0 0 0 011 0 0 0 012 0 0 0 013 0 0 0 014 0 0 0 015 0 0 0 016 0 0 0 017 0 0 0 018 0 0 0 019 0 0 0 020 0 0 0 021 0 0 0 022 0 0 0 023 1/3 0 0 024 1/3 1/4 0 025 1/3 0 1/5 026 0 1/4 0 027 0 1/4 1/5 028 0 1/4 1/5 1/229 0 0 1/5 030 0 0 1/5 0

3.2. Stochastic Clustering StrategyThe proposed stochastic clustering strategy uses a sim-ilarity measure between two databases to measure howwell these two databases together match the observa-tions generated by the sample queries. The similaritymeasure is formulated under the assumptions that theobservation set Ok is conditionally independent givenX and Y , and the sets X 2 di and Y 2 dj are condi-tionally independent given di and dj. Let Nk = k1+k2.The similarity measure is de�ned as follows.S(di; dj)= ( XOk2OS P (Ok j X;Y ;di ; dj)P (X;Y ; di; dj))F (Nk) (6)P (Ok j X; Y ; di; dj)= P (o1; : : : ; ok1 j X ;di)P (ok1+1; : : : ; oNk j Y ;dj) (7)P (X;Y ;di ; dj) = P (X ;di)P (Y ; dj) (8)F (X;Y ) = 10Nk (9)P (X ;di) = P (x1; : : : ; xk1; di) = k1Yu=2 P (xu j xu�1)| {z }Ai(xujxu�1) P (x1)| {z }�i(x1)P (Y ; dj) = P (y1; : : : ; yk2; dj)= NkYv=k1+2 P (yv�k1 j yv�k1�1)| {z }Aj (yv�k1jyv�k1�1) P (y1)| {z }�j (y1)P (o1; : : : ; ok1 j X ;di) = P (o1; : : : ; ok1 j x1; : : : ; xk1; di)= k1Yu=1 P (ou j xu)| {z }Bi(oujxu)P (ok1+1; : : : ; oNk j Y ; dj)= P (ok1+1; : : : ; oNk j y1; : : : ; yk2; dj)= NkYv=k1+1 P (ov j yv�k1)| {z }Bj (ov jyv�k1)� S(di; dj) = similarity measure between databases diand dj� OS = set of all observation sets� Ok = fo1; : : : ; oNkg is an observation set with theattributes belonging to di and dj and generatedby query qk� X = fx1; : : : ; xk1g is a set of media objects belongingto di in Ok� Y = fy1; : : : ; yk2g is a set of media objects belongingto dj in Ok� P (Ok j X;Y ; di; dj) = the probability of occurrenceof Ok given X 2 di and Y 2 dj� F (Nk) = an adjusting factor which is used becausethe lengths of the observation sets arevariableThe similarity values are computed for all pairs of databasesand are transformed into the branch probabilities amongthe nodes (databases) in the browsing graph. Then thestationary probability �i for each node i of the browsinggraph can be obtained from the branch probabilities. The



stationary probability �i denotes the relative frequency ofaccessing node i (the ith database) in the long run.Xi �i = 1 �j =Xi �iPi;j j = 1; 2; � � � (10)Our stochastic clustering strategy is traversal based andgreedy. Databases are partitioned with the order of theirstationary probabilities. The database which has the largeststationary probability is selected to start a data warehouse.While there is room in the current warehouse, all databasesaccessible in terms of the browsing graph from the currentmember databases of the warehouse are considered. Thedatabase which has the largest stationary probability is se-lected and the process continues until the warehouse �llsup. At this point, the next un-partitioned database fromthe sorted list starts a new data warehouse, and the wholeprocess is repeated until no un-partitioned databases re-main. The time complexity for our stochastic clusteringstrategy is O(d log d), where d is the number of databases.4. EXPERIMENTAL RESULTSIn the experiments, we generated the training traces frompart of the historical data of the �nancial database man-agement systems at Purdue University for the year 1997.The information in the training traces were applied to theinformation mining process to construct the federation ofdata warehouses.4.1. Experimental ParametersWe compare our MMM mechanism with the Breadth FirstSearch (BFS) algorithm, Depth First Search (DFS) algo-rithm, Maximum-Cost Spanning Tree (MCST) algorithm,and the random clustering method. In BFS, DFS, andMCST algorithms, the weights of the browsing graph areused to decide the traversal sequence according to the bread-th �rst, depth �rst, and maximum-cost spanning tree algo-rithms, respectively to get a sequence of numbers repre-senting the databases. The node (database) with a largerweight is traversed with a higher priority. The weights ofthe browsing graph can be obtained from the data miningprocess. In the random clustering method, we used randomnumber generators to produce a sequence of numbers. Forall the methods, we partitioned the sequence of databasesaccording to the default data warehouse size three.The performance metrics we used is the number of inter-warehouse accesses with respect to queries. Our objec-tive is to minimize the cost of query processing or equiva-lently, minimize the query response time. Query processing,in general, involves the closely interrelated communicationcost and processing cost. Essentially, since related databasesbelonging to a certain application domain is put in the samedata warehouse and is required consecutively on some queryaccess path, the number of platter switches (communicationcost) and the information searching time (processing cost)for data retrieval with respect to queries can be reduced.The communication cost and the processing cost dependpartially on the overhead and time required for informa-tion retrieval. Conceptually, communication overhead oc-curs when the warehouse which a query originates needs
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the best performance among all the approaches excludingDFS. DFS has the same performance as the MMM mech-anism since the number of participating databases in ourexperiments is not large so that two approaches could yieldto the same sequence of databases. Another �nding is thatthe savings of the number of inter-warehouse accesses in-creases as the number of queries increases. The reason forthis trend is that the structurally equivalent relationshipsare captured within the same data warehouse. It also canbe seen the random clustering method is the most inferiorapproach as compared to the rest of the approaches.5. CONCLUSIONSIn this paper, we introduced a mathematically sound frame-work, Markov model mediators (MMMs), to facilitate thedata mining process for database clustering. A stochasticclustering strategy based on the MMM mechanism is pro-posed to partition the databases into a federation of datawarehouses. Since a warehouse consists of several relateddatabases which are usually required for queries in the sameapplication domain, the cost of query processing can be re-duced.Several experiments were performed to compare the per-formance of our MMM mechanism with the BFS, DFS,MCST, and the random clustering approaches. From theexperimental results, we observe that the set of data ware-houses constructed from the data mining process gives thefewest number of inter-warehouse accesses. Moreover, theresults suggest that the MMM mechanism, when used ina large-scaled heterogeneous database environment, can beapplied as the preceding process of the schema integrationtasks. 6. REFERENCES[1] V. Benzaken and C. Delobel, \Enhancing performancein a persistent object store: Clustering strategies inO2," in A. Dearle, G.M. Shaw, and S.B. Zdonik, edi-tors, Implementing Persistent Object Bases: Principlesand Practice, pp. 403-412, Morgan Kaufmann, 1991.[2] M.J. Carey, D.J. DeWitt, J.E. Richardson, and E.J.Shekita, \Object and �le management in the EXODUSextensible database system," Proc. 12th Int'l Conf. onVery Large Data Bases, pp. 91-100, August 1986.[3] S. Chaudhuri and U. Dayal, \An overview ofdata warehousing and OLAP technology," SIGMODRecord, pp. 65-74, Vol. 26, No. 1, March 1997.[4] P. Cheeseman and J. Stutz, \Bayesian classi�cation(AutoClass): theory and results," in U.M. Fayyad, G.Piatesky-Shapiro, P. Smyth, and R. Uthurusamy, edi-tors, Advances in Knowledge Discovery and Data Min-ing, pp. 153-180, AAAI/MIT Press, 1996.[5] M.S. Chen, J. Han, and P.S. Yu, \Data mining: Anoverview from a database perspective," IEEE Trans-actions on Knowledge and Data Engineering, pp. 866-883, Vol. 8, No. 6, December 1996.[6] Shu-Ching Chen and R.L. Kashyap, \Temporal andspatial semantic models for multimedia presentations,"
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