Knowledge Acquisition from Corresponding Domain
Knowledge Transformations

Michael Armelld, Isai Michel Lombera Stuart H. Rubi®y Shu-Ching Chel Gordon Leé
!Distributed Multimedia Information Systems Laboratory
School of Computing and Information Sciences
Florida International University, Miami, FL 33199, USA
Dept. of Electrical & Computer Engineering
San Diego Sate University
5500 Campanile Drive San Diego, CA 92182, USA
3 SPAWAR Systems Center (SSC)
53560 Hull Street, San Diego, CA 92152-5001, USA
Y marme003, chens} @cs.fiu.edu, % glee, imichel} @mail.sdsu.edu, *stuart.rubin@navy. mil

Abstract

The capability to efficiently retrieve knowledge in
response to specific user queries offers the potential to
create decision support systems of unprecedented utility,
i.e.,, systems which can accelerate the learning process.
This paper presents such an architecture, the Type 2
Knowledge Amplification by Structured Expert
Randomization (T2K) system. This system differs from
traditional expert systems in the way knowledge rules are
matched with queries. The T2K has the ability to acquire
knowledge from corresponding domains to answer
queries from domains in which the system has less
knowledge. This system also solves the word mismatch
problem by modifying queries using word substitutions.
This is done through creative transformations and
optimizations of knowledge rule antecedents and
consequents. By pairing rules with identical antecedents
or consequents, we are able to induce new rules from
existing knowledge without explicit elicitation from the
user. The technique presented in this paper attempts to
transform both the rules in the knowledge base as well as
the query in order to find a matching action for a
specified query.
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1. Introduction

System, Transformation, Rule

focus on the inference engine. The purpose of the
inference engine is to interpret the rule base. The
inference engine monitors the facts in the ruleebasd
executes the action portion of those that haver thei
condition satisfied [9]. There are two ways an riafee
engine can accomplish this, forward chaining orklaacd
chaining. A forward chaining system begins withiecp

of information and moves forward through the ruteshe
knowledge base until it reaches a final node ockamion.

A backward chaining system starts with a final nade
conclusion and works back until it finds a startistgte

[4]. The problem with these methods is that thely re
solely on comparing the input to the rules in the
knowledge base. If the inference engine is unabint

an exact match in the knowledge base it has to gjpe
We solve this problem through the use of a novel
architecture, the Type 2 KASER (Knowledge
Amplification by Structural Expert Randomization).

The purpose of the inference engine in a forward
chaining expert system is to determine in an effiti
manner which rules are available for firing andntiselect
the rules to be fired [12]. In a typical algorithfar
forward chaining inference engine [5], values agadr
from an input and then compared to conditions ertile
base. The conditions are then evaluated and, if the
conditions are satisfied, a rule is fired. The iefece
engine can be thought of as a finite state mad®herhe
inference engine will keep track of the number of
conditions that have been satisfied for each rGely
when a rule’s entire set of conditions are meésiaction
fired. This is similar to a finite state machinetirat each

Expert systems have been designed to deduc&yine ryles contains a final state: each additiomching
knowledge based upon inference. An expert system 'Scondition progresses the system toward the finaest

usually made up of 3 parts: an inference engine, arys technique of forward and backward chaining ksor
knowledge base, and a user interface [5]. In thjsep, we



well when the queries are focused on a single doad

the knowledge base contains sufficient knowledg#his

domain. However, if the queries may come from almem
of domains, then the typical inference engine wooid
unable to match any queries to domains outsiddnadet
contained with the knowledge base.

The cycle of an expert system consists of two phase
select phase and an execute phase [10]. The g#lase
is the process where the inference engine seledds r
whose conditions have been met. The execute phdke i
process by which the inference engine interprets th
selected rule and draws inferences that alter yhteim's
working memory [10]. Working memory contains
information from rules that have been fired duritig
user’s session. The consequents of fired rules caage
values to be inserted or deleted from the knowleulase
for the remainder of the user’s session.

The inference engine is the part of an expert gyste
that contains the strategies for controlling théec@n
and application of rules in the knowledge base.[THe
inference engine must select rules to be fired toug
infer knowledge based solely on the facts that Hzaen
provided. The inference engine must contain stiasetp
deal with situations that can occur such as twesrbleing
satisfied at the same time. But the situation cfatgr
concern is what action an inference engine takesnwio
rules are satisfied. A simple solution that is camiy
used is to elicit further information from the udert this

upon the theory of randomization, which takes gdaiset

of information and reduces it to its simplest fatmough
compression. The KASER is capable of accelerated
learning in symmetric domains, which are domairst th
can be represented in a more compact form. The KASE
system is a third generation expert system thatpcibes
with words and employs qualitative fuzzy reasonihge
main breakthrough with the KASER system is thatoies
not suffer from the knowledge acquisition bottldgein
the KASER, the cost of acquisition decreases asdthke

of knowledge increases; whereas, the cost of aitiguis
increases as the scale of knowledge increasesmalatd
expert systems [1-2].

The T2K continues the advancement of the KASER
system by adding the capability to transform rulEse
transformation of knowledge is based on the proodss
relating rules in corresponding domains. The cdiatbo
transform rules allows the T2K to take knowledgeain
corresponding domain from the original query anglag
to the domain of the query. In this paper, we presee
mechanisms used by the T2K, which allows it to
transform both the query and rules to allow forpmio
matching. This technique eliminates the word misimat
problem as well as allowing for processing of geeffior
which knowledge in the knowledge base is sparse.

The remainder of this paper is organized as folldws
Section 2, we describe the capability of the Type 2
KASER to transform knowledge. Section 3 provides a

does not make use of the knowledge that the systendescription of the design of the Type 2 KASER wiliile

already contains. This is where experts systenistdai
perform as well as a human expert. If a human éxjmas

Section 4, we discuss the graphical user interfhae is
used for the Type 2 KASER. Finally, in Section & w

not have enough information to come to a definite present some concluding remarks.

conclusion then they will attempt to deduce possibl

conclusions based on the information/knowledge they?2. Type 2 KASER Transformations

currently have and past experience with similaragions.
This kind of reasoning is what the T2K is attemgtio
simulate. This paper will focus on the ability bktT2K
transform or create rules to satisfy cases whioke heot
yet been seen but are similar to cases previoasly.s

The major contribution of the T2K is the use of
transformations to induce corresponding rules. &hes
transformations serve to dynamically create andnatize
contexts and rule antecedents, which in turn tatds the

Many other techniques have been proposed for thetransformative induction of new knowledge.

creation of rules for inference engines. Technicaueh as
rule pruning [6] and dependency trees [7] are udait
still run into the problem of answering questior f
domains for which only sparse knowledge is conthine
within the knowledge base. In [8], a technique is
presented to solve the problem of word mismatclpke
often use different words in their queries tharharg use

in their documents [8]. Xu and Croft show that by

The T2K uses transformations to induce correspandin
rules from the rule base. The rule base consisés @frray
of rules of the form {i, j, k, ...}> (u v w), where the
antecedent consists of a non-empty, sorted setsthct
positive integers and the consequent consists nbra
empty sequence of positive integers — including the
normalized insertion (INS) and erasure (ERA) cormusan
and their arguments. All phrases entered into jstem

analyzing local and global contexts, words could be are hashed to integers to allow easier processmy a

matched to alternative words with the same meaning

storage of the rules. Upon the firing of a rules thtegers

redefining the query. In this paper, we propose agre reverse hashed to their original phrases to be

technique to transform not only the query, but alse
rules in order to more accurately reflect knowledge

displayed. Rules are kept in order framost likely to be
valid at the top of the array least likely to be valid at the

The T2K is an extension to the work done in the pottom of the array.

KASER system [1]. The original KASER system is lthse



The design of the system is such that the userigesv
the system with an initial context, which is of teeme
form as rule antecedents, and the system will gtem
match this context with a rule antecedent contaimitioin
the rule base. The initial matching of the contard
antecedents does not differ greatly from that dfeot
expert systems. The rule antecedent that contagmbst
matching phrases from the context is consideredribst
specific rule and the rule antecedent which costalre
least matching phrase from the context is consiti¢ne
least specific. The most-specific rules will be first to
be fired and within this stratum the most-possihles are
preferred.

two possible consequents. If a pair of rules exibt
meet these conditions, then, we may induce an
optimization rule, FC - RC. For example, R1: {1, 2p

(4 34) and R2: {1, 2> (3 4 5) induces the optimization
rule, O1: (4 34)> (345).

Similar to creative transformations, the optimiaati
transformations may not be right recursive either.
Optimization transformations differ from creative
transforms in that the left and right sides of the
optimization transformation rule are not sets, tather
sequences. Thus, an optimization rule is right nsee if
the sequence on left is embedded in the sequentleon
right. For example, (1» (1 2), or (2 3)> (1 2 3) may

There are two types of transformations being usednot be applied because the sequence on the left is

within the T2K: creative transformations and opftiation
transformations. Creative transformations are eckdty
pairing rule antecedents having a common consegureht
optimizations are created by pairing rule consetpuen

embedded in the sequence on the right. However, the
optimization rule, (1 3y (1 2 3) may be applied because
it is not a right recursive sequence.

having common antecedents. Both transformations are2.3 Transformation Example

performed such that the direction of the transfdionais
always towards the more likely to be valid.

2.1 Creative Transformation Rules

The procedure for finding and applying creative
transformations is as follows: Let Bnd Rbe two distinct
rules, where Ris the more valid of the two; that is; R
the topmost rule between; Rnd R. Let RA and RA
denote the antecedents for &d R, respectively, such
that RA < > RA. This must be true; otherwise the rules
are not distinct. Let ® and RC denote the consequents
for R and R, respectively, such that® = RC. Then, we
may induce the creative transformatiolAR> RA. For
example, R1: {1, 2}»> (4 34)and R2: {1, 3,5 (4 3
4) induces the creative transformation rule, T1: 21 >
{1, 3, 5}.

Creative transformation rules must not be right
recursive. The set on the left side of the tramsédion
rule must not be embedded in the set on the rilhe
transformation rule, that iRA O RA . For example, {1}
2> {1, 2}, or {2, 3} > {1, 2, 3} may not be applied
because the set on the left is embedded in therséte
right.

2.2 Optimization Transformation Rules

The procedure for finding and applying optimization
transformations is as follows. Let,; Rind R be two
distinct rules, where jRs the more valid of the two. Let
RA and RA denote the antecedents for, Rnd R,
respectively, such thati® = RA; and let RC and RC
denote the consequents for &d R, respectively, such
that RC < > RC. Notice that this forms a non-
deterministic rule pair as there exists an antetedéh

An illustration of the power of the T2K can be séen
the following example. Given the rules {airplane,
explosives, terrorists}> (al-Qa’-ida used TNT to bring
down a commercial airliner) and {airplane, bombs,
terrorists} > (al-Qa’-ida used TNT to bring down a
commercial airliner), we can see that the antedsden
{airplane, explosives, terrorists} and {airplaneonibs,
terrorists} both have the same consequent. Thuscame
induce the creative transformation rule ({airplane,
explosives, terroristsk-—> {airplane, bombs, terrorists}.
Take note that although it appears we are integihgn
explosives and bombs, one can not make
generalization for all cases. Only in the contebaigolane
and terrorists can we make the case that the phrase
explosives andbombs may be interchanged.

Suppose that we were now given the rule {airplane,
explosives, lighters, terroristsp (Issue a Red Alert). By
the creative transformation rule that was previpusl
generated we can induce the new rule {airplane,dspm
lighters, terrorists}> (Issue a Red Alert). The advantage
of this methodology is that it can be used to irduc
context-sensitive knowledge.

this

3. Type 2 KASER Design

The T2K differs from a traditional expert systemits
unique ability to transform rules to create nevesubased
on the knowledge already contained within the kreolge
base. The goal of the T2K system is to be abléntolate
intelligence and be able to link related rulesdoleother.

The T2K has been developed as two separate modules,
the T2K engine and the T2K graphical user interfade
T2K graphical user interface (GUI) provides all



interaction between the user and the T2K engine Th
T2K engine contains all rule processing algorithms.

All knowledge acquisition takes place through tiaKT
GUI. Rules entered by the user are inserted atdaheof
the rule base, thus making the last entered ruleetthe

most valid. This is done because recently entered

information is more likely to be of use to the uglean
older information. Once the knowledge acquisiticas h
been completed, the user may query the systemla8itai
other expert systems, the user enters a query licghva
response is required. The query is entered asa s&ims

or phrases to be matched by the T2K; this setrofigas
referred to as the context. The T2K provides aioadb

be taken for any given context that is entered ihi®
system. The procedure for the T2K is summarized in
Figure 1.

Match

Fire Rule

Query knowledge bas

No match

A 4

Linear search for largest
matching subset

A 4

\ 4

Find most specific
creative transform

A 4
Check for cycle

\ 4
Find most specific

optimization j|

Consequent transformed

Context
transformed

Cycle Detected
or
Context not transformed

Figure 1. Flow Diagram of Type 2 KASER

If there is a direct match between the context and
antecedent in the rule base, then the consequernhdo
matching rule is returned and displayed as th@adt be
taken; this is similar to standard forward chainilighere
is no match, this is where the T2K differs from eath
expert systems; the T2K will attempt to induce rreves
to match the given context. The T2K will first tiy match

the context or a subset of the context with ancauent in

the rule base.
There ard =_ " combinations of antecedent
{rj r'(n—r)!
subsets of length r in a context of length n. Ifrales in
the rule base have approximately the same validity
(referred to as possibility), then each of thesbssts,
from longest, most-specific, to shortest, most-gahe
would be hashed to see if the context can firdairuthe
base. But this would not be efficiently done udiaghing
due to the fact that the rule base must be searthed
sequential order for the first most valid and mepstcific
rule; for this reason a linear search must be pmdd.

It can be argued that more-specific rules have dé¢ss
chance of contextual error. This offsets any reasdiire
higher, more general and relatively more possiblesrin
lieu of lower, more specific, and less possiblesorenus,
it is the most-specific rule, rather than the maated rule
that is chosen, amongst the equally most-specific
candidate rules, the highest most-possible rulé bel
fired, i.e. the longest matching rule highest ie thule
base. A top down linear search is performed onrtie
base. As antecedents are found that match a sobtet
context, the row number and length of the anteceden
stored. The first found highest and longest antecethat
matches the context is considered to be the mdist-va
most-specific rule to be fired.

At this point, no transformations have taken plaod
the context is untransformed. It is necessary toimize
the number of general creative transformations haf t
context so as to minimize the introduction of comalbdric
error. The following procedure is used to acconhpliss:
first the most-specific creative transform of thentext is
made. Rule antecedents are checked from the bdtiom
the top of the rule base to find the lowest mostEsic
subset of the latest version of the context whiael the
same consequent above it. The higher top-most
antecedent, having the same consequent, replaees th
previously matched subset in the context to form a
creative transformation, as previously describdte Top-
down linear search is repeated if a creative toansition
was made, with the newly transformed context. Tee n
matching rule will overwrite the previous matchinge if
the antecedent is more specific; that is, if thieegdent is
of a greater length than the previous matchingcaatent.
This process will continue until no further creativ
transforms are possible, or a cycle is found in the
transformed context.

Transformations can potentially fire in an infinite
sequential cycle. In order to detect this problémis
required that the context be saved in distinct gy
hash tables until it is found, if ever, that thentextual
state has been previously saved in a sequencestingsi
of more than one contextual state. In other wostgh

n!



repetition can be most conveniently detected by [ =)

temporarily hashing the most-recent state vecttif iiris [

found, if ever, that it has been previously savedai

sequence consisting of more than one state. \
Once a rule has been acquired, the rule conseqaents

Clear ‘

checked from the bottom of the rules array to the tb
find the lowest most specific sequence, if any,clhis
embedded by the latest version of the consequebeto
optimized and having the same antecedent abovéit.
higher topmost consequent, having the same antetede
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replaces the previously matched embedded sequence i
the consequent to form an optimization as previousl
described. The process is iterated until no emieddan
be so replaced, or a cycle is detected, the ldehdihg
optimization skipped, and otherwise run to condasi
The validity of a dynamic transformative knowledspsce
is thus maximized.

The possibility that a fired sequence of rulesdgect

agood source of ism incidents?
lIs there any CDC bioterrorism training available?

Militarized spores in warfare

\What are biological weapons of mass destruction?

\What are chemical weapons?
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Action
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hiological weapons of mass destruction
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gas mask

geographical spread
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Possibility: 0%

Help ‘
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‘ Undo ‘

‘ Undo ‘

‘ Clear |

is simple to compute as a function of each firelk’su
relative validity.

Let m denote the number of rules in the knowledge
base. Let n denote the number of distinct rulesénfired

goal

Figure 2. T2K graphical user interface

The design methodology of the T2K GUI serves the

of being able to rapidly enter contexts,

rule

sequence. Let; denote the relative position or row antecedents, and rule consequents for processirtheby

number from the top for the ith fired rule in thegsence
of length n, wherel<r, <m

Then,
possibility = {mini”ﬂ[%i”ﬂ

T2K engine [3]. The goal of T2K GUI is to provide a
fluid man-machine interface between the T2K and the
user.

There are two lists being used in the design ofTtbi&

GUI. The list on the left-hand-side is used to tigp
contextual keywords and phrases (CKP). The listhan

expressed as a percent, where a result of 1.0 @r 10right-hand-side is used to display action phrag&€y.(The

percent is to be displayed as 99 percent to betfiect
the inherent potential for error. A result of O Iwlde
automatically displayed as 1 percent to betterectfthe
inherent potential for a correct chance result.

CKP list is used to select the antecedents andRhkst is
used to select the consequents during rule cotistnuc
[3]. As the user enters new entries into eithet, like
phrases are hashed to integers to be used by tke T2

The T2K contains many of the same features andsystem. The T2K GUI will always display the fullnakses

functionality of common expert systems. The proagfss
transforming and creating new rules is where th& T2
differentiates itself from other expert systemseTHR2K
will always attempt to return a result to a usarsrg even
despite a lack of knowledge in the domain of thergu

to the user; but the T2K engine will use the integ®
compress the representation of the phrases arsl rule

To create rules, the user is able to enter multiple

phrases from either list. A user may only createsfrom
phrases that have been entered into the GUI [i8is

ensures that all phrases are properly hashed b#feye

4. The Graphical User Interface

are used to create rules. A rule is created byigimy a

set of antecedents to be used as the context seguance

The T2K graphical user interface that has been bged
the T2K is a modified version of the user interfdbat
can be seen in [3]. As can be seen in Figure 2|ateut
of the user interface remains the same, but thenlyidg
mechanisms have been modified to better suit tedsef
the T2K.

phrases

based on

natural

of consequents to be used as the action. The unique
feature of the T2K GUI is the ability to select satic
language
specifications. During a typical system run, thare a
large number of phrases from which the user wikde
The methodology of the T2K GUI addresses the prable

conceptual

of how to rapidly retrieve the desired semanticagbs in
real-time for contextual specification [3].



Clear ‘

and rules where fired in order to find the actibattis
displayed.

Figure 3. Entry bar

The rapid retrieval of semantic phrases is accahet
through the use of filtering. Conceptual constiairdn be
associated with phrases as they are entered iatsytem

using the entry boxes, as seen in Figure 3. Thessg

constraints are used to filter phrases and prowde
streamlined method to allow the user to searchutjiro
phrases. An example of a conceptual constraint is
“colors”; this would allow only phrases that haveeh
tagged with the constraint “colors” to be displaysdch

as “red”, “green” and “blue” [3]. The user may alsoter
literal constraints, which can also be seen in feg8.
These literal constraints filter phrases so thdy dmose
that contain the constraint will be displayed fbe tuser.
Literal constraints are more specific constraihgt fimit

the actual words within the phrases that must lesent
for the phrase to be displayed [3]. These two cairst
mechanisms allow the user to effectively narrow the
search space for selecting phrases to be usededecr
rules.

The user uses this GUI to populate the knowledge ba
with rules. A rule is entered by selecting a phrfasm the
CKP list and using the add button, seen in Figyrte add
the phrase to the context. The same is done fectied
phrases from the AP list to be added to the actinmce
the user has selected all the phrases to be ugkd mile,
the save button (seen in Figure 4) is used to laglduie to
the knowledge base, with the context becoming the
antecedent and the action becoming the conseqtiém: o
new rule.

Once the elicitation of knowledge is complete, tiser
can then proceed to submit queries to the systemrder
to build a query, the user must use the CKP listdiect
phrases and add them to the context, as can beirseen
Figure 4. The user then submits this context toli€ to
see if a matching action can be found.

Context ‘ Unda ‘

} Clear, ‘

Action Undo ‘

Possibility: 0%

ubmit

Figure 4. Query bar

Explanation functionalities will also be provideul the
user, as can be seen in Figure 5, to allow the tassee
the transformations that were performed in order to
produce the fired rule. The explanation functiayali
provides the user with details about which tramafations

Clear
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Figure 5. Explanation functionality

Clear

5. Conclusions

In this paper, we have presented a new system, the
T2K, which brings together elements not found irrent
expert systems. The capability to transform knogéed
allows the T2K to answer a large number of queridsle
still minimizing the amount of knowledge that mums
stored.

This system has the capability to perform not dnly
the explicit domain in which it was provided knodgge,
but also in corresponding domains, which it mayehav
sparse knowledge about. We have succeeded inrggeati
an expert system that is able to induce new knayded
from related knowledge without the knowledge extiic
elicited from the user to the system.

Use of the T2K shows that an expert system can have
intelligence to answer questions about subjectsvuch
it has not been strictly informed. In this sensecain
replicate the intelligence of an actual human expehno
would be able to answer questions from a relevant
domain.

The main purpose of the T2K is not to develop a new
technique for inferencing but a new technique feating
new knowledge from existing knowledge. The T2K does
not have a significant advantage over expert systhich
will have queries focused in a single domain. TIKT
excels greatest in applications where the queryaitom
maybe from a wide range of domains.
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