
AUGMENTED TRANSITION NETWORKS AS VIDEO BROWSING MODELSFOR MULTIMEDIA DATABASES AND MULTIMEDIA INFORMATIONSYSTEMSShu-Ching ChenFlorida International UniversitySchool of Computer ScienceMiami, FL 33199chens@cs.�u.edu Srinivas Sista, Mei-Ling Shyu, and R. L. KashyapPurdue UniversitySchool of Electrical and Computer EngineeringWest Lafayette, IN 47907-1285fsista, shyu, kashyapg@ecn.purdue.eduAbstractIn an interactive multimedia information system, usersshould have the exibility to browse and choose vari-ous scenarios they want to see. This means that two-way communications should be captured by the conceptualmodel. Digital video has gained increasing popularity inmany multimedia applications. Instead of sequential ac-cess to the video contents, the structuring and modelingof video data so that users can quickly and easily browseand retrieve interesting materials becomes an importantissue in designing multimedia information systems. Anabstract semantic model called the augmented transitionnetwork (ATN), which can model video data and userinteractions, is proposed in this paper. An ATN andits subnetworks can model video data based on di�er-ent granularities such as scenes, shots and key frames.Multimedia input strings are used as inputs for ATNs.The details of how to use multimedia input strings tomodel video data are also discussed. Key frame selectionis based on temporal and spatial relations of semantic ob-jects in each shot. The temporal and spatial relations ofsemantic objects are captured from our proposed unsu-pervised video segmentation method which considers theproblem of partitioning each frame as a joint estimationof the partition and class parameter variables. Unlikeexisting semantic models which only model multimediapresentation, multimedia database searching, or brows-ing, ATNs together with multimedia input strings canmodel these three in one framework.Key words: Augmented Transition Network (ATN),Multimedia Input String, Multimedia Browsing, Multi-media Database Systems.1. IntroductionUnlike traditional database systems which have text ornumerical data, a multimedia database or informationsystem may contain di�erent media such as text, image,This work has been partially supported by National ScienceFoundation under contract IRI 9619812.

audio, and video. Video is popular in many applicationssuch as education and training, video conferencing, videoon demand, news service, and so on. Traditionally, whenusers want to search for certain content in videos, theyneed to fast forward or rewind to get a quick overview ofinterest on the video tape. This is a sequential processand users do not have a chance to choose or jump to aspeci�c topic directly. How to organize video data andprovide the visual content in compact forms becomes im-portant in multimedia applications [19]. Therefore, userscan browse a video sequence directly based on their in-terests so that they can get the necessary informationfaster and the amount of data transmission can be re-duced. Also, users should have the opportunity to re-trieve video materials by using database queries. Sincevideo data contains rich semantic information, databasequeries should allow users to get high level content suchas scenes or shots and low level content according to thetemporal and spatial relations of semantic objects. Asemantic object is an object appearing in a video framesuch as a \car." Also, a semantic model should have theability to model visual contents at di�erent granularitiesso that users can quickly browse large video collections.Many video browsing models propose to allow usersto visualize video content based on user interactions [1, 5,6, 10, 11, 14, 19]. These models choose representative im-ages using regular time intervals, one image in each shot,all frames with focus key frame at speci�c place, and soon. Choosing key frames based on regular time intervalsmay miss some important segments and segments mayhave multiple key frames with similar contents. One im-age in each shot also may not capture the temporal andspatial relations of semantic objects. Showing all keyframes may confuse users when too many key frames aredisplayed at the same time. To achieve a balance, wepropose a key frame selection mechanism based on thenumber, temporal, and spatial changes of the semanticobjects in the video frames.The Augmented transition network (ATN), developedby Woods [18], has been used in natural language un-derstanding systems and question answering systems forboth text and speech. We use the ATN as a semantic



model to model multimedia presentations [2], multime-dia database searching, the temporal, spatial, or spatio-temporal relations of various media streams and seman-tic objects [3, 12, 13]. As shown in [4], ATNs need fewernodes and arcs to represent a multimedia presentationcompared with Petri-net models such as OCPN [9]. Mul-timedia input strings adopt the notations from regularexpressions [8] and are used to represent the presentationsequences of temporal media streams, spatio-temporalrelations of semantic objects, and keyword compositions.In addition to using ATNs to model multimedia presen-tations and multimedia database searching, how to useATNs and multimedia input strings as video browsingmodels is discussed in this paper. Moreover, key frameselection based on the temporal and spatial relations ofsemantic objects in each shot will be discussed. In pre-vious studies, formulations and algorithms for multiscaleimage segmentation and unsupervised video segmenta-tion and object tracking were introduced [15, 16, 17].Our video segmentation method focuses on obtainingobject level segmentation, i.e., obtaining objects in eachframe and their traces across the frames. Hence, the tem-poral and spatial relations of semantic objects requiredin the proposed key frame selection mechanism can becaptured. We apply our video segmentation method on asmall portion of a soccer game video and use the tempo-ral and spatial relations of semantic objects to illustratehow the key frame selection mechanism works. The de-tails on how to use the recursive call property in ATNsto model user loops are also presented.The organization of this paper is as follows. Section 2discusses the use of ATNs and multimedia input stringsto model video browsing. Key frame selection algorithmis introduced in section 3. Section 3 also gives an examplesoccer game video. Conclusions are presented in section4.2. Video Browsing Using ATNsIn an interactive multimedia information system, usersshould have the exibility to browse and decide on vari-ous scenarios they want to see. This means that two-waycommunications should be captured by the conceptualmodel. Digital video has gained increasing popularityin many multimedia applications. Instead of sequentialaccess to the video content, structuring and modelingvideo data so that users can quickly and easily browseand retrieve interesting materials becomes an importantissue in designing multimedia information systems.Browsing provides users the opportunity to view in-formation rapidly since they can choose the content rel-evant to their needs. It is similar to the table of con-tents and the index of a book. The advantage is that
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.Figure 1: A hierarchy of video media streamusers can quickly locate the interesting topic and avoidthe sequential and time-consuming process. In a digitalvideo library, in order to provide this capability, a seman-tic model should allow users to navigate a video streambased on shots, scenes, or clips. The ATN can be used tomodel the spatio-temporal relations of multimedia pre-sentations and multimedia database systems. It allowsusers to view part of a presentation by issuing databasequeries. In this paper, we further design a mechanismby using the ATN to model video browsing so that userscan navigate the video contents. In this manner, query-ing and browsing capabilities can be provided by usingATNs.2.1. Hierarchy for a Video ClipAs mentioned in [19], a video clip can be divided intoscenes. A scene is a common event or locale which con-tains a sequential collection of shots. A shot is a basicunit of video production which captures between a recordand a stop camera operation. Figure 1 is a hierarchy fora video clip. At the topmost level is the video clip. Aclip contains several scenes at the second level and eachscene contains several shots. Each shot contains somecontiguous frames which are at the lowest level in thevideo hierarchy. Since a video clip may contain manyvideo frames, it is not good for database retrieving andbrowsing. How to model a video clip, based on di�er-ent granularities, to accommodate browsing, searchingand retrieval at di�erent levels is an important issue inmultimedia database and information systems. A videohierarchy can be de�ned by the following three proper-ties:1. V = fS1, S2, : : :, SNg, Si denotes the ith scene andN is the number of scenes in this video clip. LetB(S1) and E(S1) be the starting and ending timesof scene S1, respectively. The temporal relationB(S1) < E(S1) < B(S2) < E(S2) < : : : is preserved.2. Si = fT i1, : : :, T inig, T ij is the jth shot in scene Siand ni is the number of shots in Si. Let B(T i1) and
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Figure 2: Augmented Transition Network for videobrowsing: (a) is the ATN network for a video clip whichstarts at the state V/. (b)-(d) are part of the subnet-works of (a). (b) is to model scenes in video clip V1. (c)is to model shots in scene S1. Key frames for shot T1 isin (d).E(T i1) be the starting and ending times of shot T i1where B(T i1) < E(T i1) < : : : < B(T ini) < E(T ini).3. T ij = fRi;j1 , : : :, Ri;jlj g, Ri;j1 and Ri;jlj are the startingand ending frames in shot T ij and lj is the numberof frames for shot T ij .In property 1, V represents a video clip and containsone or more scenes denoted by S1, S2, and so on. Scenesfollow a temporal order. For example, the ending timeof S1 is earlier than the starting time of S2. As shownin property 2, each scene contains some shots such as T i1to T ini . Shots also follow a temporal order and there isno time overlap among shots so B(T i1) < E(T i1) < : : :< B(T ini) < E(T ini). A shot contains some key frames torepresent the visual contents and changes in each shot. Inproperty 3, Ri;jk represents key frame k for shot T ij . Thedetails of how to choose key frames based on temporaland spatial relations of semantic objects in each shot willbe discussed in section 3.2.2. Using ATNs to Model Video BrowsingAn ATN can build up the hierarchy property by usingits subnetworks. Figure 2 is an example of how to use an

ATN and its subnetworks to represent a video hierarchy.An ATN and its subnetwork are capable of segmentinga video clip into di�erent granularities and still preservethe temporal relations of di�erent units.In Figure 2(a), the arc label V1 is the starting statename of its subnetwork in Figure 2(b). When the inputsymbol V1 is read, the name of the state at the head ofthe arc (V=V1) is pushed into the top of a push-downstore. The control is then passed to the state named onthe arc which is the subnetwork in Figure 2(b).In Figure 2(b), when the input symbol X1 (S1&S2) isread, two frames which represent two video scenes S1 andS2 are both displayed for the selections. In the originalvideo sequence, S1 appears earlier than S2 since it hasa smaller number. The \&" symbol in multimedia inputstrings is used to denote the concurrent display of S1and S2. ATNs are capable of modeling user interactionswhere di�erent selections will go to di�erent states sothat users have the opportunity to directly jump to thespeci�c video unit that they want to see. In our design,vertical bars \j" in multimedia input strings and morethan one outgoing arc in each state at ATNs are usedto model the \or" condition so that user interactions areallowed. Assume S1 is selected, the input symbol S1 isread. Control is passed to the subnetwork in Figure 2(c)with starting state name S1/. The \*" symbol indicatesthe selection is optional for the users since it may notbe activated if users want to stop the browsing. Thesubnetwork for S2 is omitted for the simplicity.In Figure 2(c), when the input symbol T1&T2&T3 isread, three frames T1, T2, and T3 which represent threeshots of scene S1 are displayed for the selection. If theshot T1 is selected, the control will be passed to the sub-network in Figure 2(d) based on the arc symbol T1/. Thesame as in Figure 2(b), temporal ow is maintained.3. Key Frame Selections Based on Temporal andSpatial Analysis of Video SequencesThe next level under shots are key frames. Key frameselections play an important role to let users examinethe key changes in each video shot. Since each shotmay still have too many video frames, it is reasonableto use key frames to represent the shots. The easiestway of key frame selection is to choose the �rst frameof the shot. However, this method may miss some im-portant temporal and spatial changes in each shot. Thesecond way is to include all video frames as key framesand this may have computational and storage problems,and may increase users' perception burdens. The thirdway is to choose key frames based on �xed durations.This method is still not a good mechanism since it maygive us many key frames with similar contents. There-



fore, how to select key frames to represent a video shotis an important issue for digital library browsing, search-ing, and retrieval [20]. To achieve a balance, we proposea key frame selection mechanism based on the number,temporal, and spatial changes of the semantic objects inthe video frames. Other features may also be possiblefor the key frame selections, but we focus on the num-ber, temporal, and spatial relations of semantic objectsin this study. Therefore, spatio-temporal changes in eachshot can be represented by these key frames. For exam-ple, in each shot of a soccer game, players may changepositions in subsequent frames and the number of playersappearing may change at the time duration of the shot.3.1. Simultaneous Partition and Class ParameterEstimation (SPCPE) AlgorithmLet the set of semantic objects in the kth frame (Ri;jk ) ofthe jth shot T ij in the ith scene Si be denoted by Oi;jk .We de�ne the key frame selections as follows:De�nition 1: Given two contiguous video frames Ri;jaand Ri;jb in T ij , let the sets of the semantic objects inthese two video frames be Oi;ja and Oi;jb . Ri;jb is a keyframe if and only if any of following two conditions issatis�ed:(1) Oi;ja \ Oi;jb 6= Oi;ja [ Oi;jb ;(2) Any semantic object spatial location changesbetween Oi;ja and Oi;jb .As mentioned previously, the video segmentation methodcan provide the required information for the key frameselection mechanism. Therefore, the video segmentationmethod is applied to each frame before the above twoconditions are checked. The method for partitioning avideo frame starts with an arbitrary partition and em-ploys an iterative algorithm to estimate the partition andthe class description parameters jointly. So the minimumwe obtain through our descent method depends stronglyon the starting point or the initial partition. In a video,the successive frames do not di�er much due to the hightemporal sampling rate. Hence the partitions of adjacentframes do not di�er signi�cantly. Starting with the es-timated partition of the previous frame, if we apply ourdescent algorithm on the current frame we may obtain anew partition that is not signi�cantly di�erent from thepartition of the previous frame. For the �rst frame, sincethere is no previous frame, we use a randomly generatedinitial partition.We treat the partition as well as the class parame-ters as random variables and pose the problem as one injoint estimation[15, 16]. Suppose we have 2 classes. Letthe partition variable be c = fc1; c2g and the classes be

parametrized by � = f�1;�2g. Now, the MAP estimatesof c = fc1; c2g and � = f�1;�2g are given by(ĉ; �̂) = Arg max(c;�)P (c;� j Y )= Arg max(c;�)P (Y j c;�)P (c;�): (1)With appropriate assumptions, this joint estimation canbe simpli�ed to the following form:(ĉ; �̂) = Arg min(c;�) J(c1; c2;�1;�2)J(c1; c2;�1;�2) = Xyij2c1� ln p1(yij ;�1)+ Xyij2c2� ln p2(yij ;�2): (2)The joint estimation method is called the simultane-ous partition and class parameter estimation (SPCPE)algorithm. The algorithm starts with an arbitrary par-tition of the data and computes the corresponding classparameters. Using these class parameters and the dataa new partition is estimated. Both the partition and theclass parameters are iteratively re�ned until there is nofurther change in them. The details of the video segmen-tation method are shown in [17].Given a video shot T ij , let Kij be the set of key framesselected for T ij and m a frame index. Initially the �rstframe is always selected so Kij = fRi;j1 g.1. Initialization:� Kij = fRi;j1 g;� Execute SPCPE algorithm for the �rst frame;2. for m = 2 to lj� Execute SPCPE algorithm to get the temporaland spatial relations of the semantic objects;� if ( (Oi;jm \ Oi;jm�1 6= Oi;jm [ Oi;jm�1) ORSpatial location change(Oi;jm , Oi;jm�1) ) thenKij = Kij [ Ri;jm ;endfor.The �rst condition of de�nition 1 models the number ofsemantic object changes in two contiguous video framesat the same shot. The �rst part of the if-statement inthe above solution algorithm is used to check this sit-uation. The latter part of the if-statement checks thesecond condition of de�nition 1, which is to model thetemporal and spatial changes of semantic objects in twocontiguous video frames of the shot. Using the same de�-nition of three dimensional relative positions for semantic



objects as shown in [3], we choose one semantic object tobe the target semantic object in each video frame. Weadopt the minimal bounding rectangle (MBR) conceptin R-tree [7] so that each semantic object is covered by arectangle. In order to distinguish the relative positions,twenty-seven numbers are used to distinguish the rela-tive positions of each semantic object relative to the tar-get semantic object and are represented by subscriptednumbers. The centroid point of each semantic object isused for space reasoning so that any semantic object ismapped to a point object. Therefore, the relative posi-tion between the target semantic object and a semanticobject can be derived from these centroid points.3.2. An Example Soccer VideoThe example soccer video consists of 60 frames. It is agray scale video that shows the part of the game wherea goal is scored. Each frame is of size 180 rows and 240columns. A small portion of the soccer video game isused to illustrate the way the proposed key frame se-lection mechanism works. Although we have several dis-tinct regions in each frame of the video, only two of themare important from the content based retrieval perspec-tive, namely the ball and the players. There are someimportant aspects in this video that make automatic ob-ject tracking di�cult. They are as follows:� The soccer ball vanishes between players for a fewframes and reappears later.� The regions corresponding to the players merge to-gether and separate out after a few frames.� Some spurious patches, typically on the ground,suddenly appear as blobs and disappear giving theimpression of an object.We will apply our video segmentation method to thisdata, assuming that there are 2 classes. The �rst frameis partitioned using the multiscale frame segmentationwith 2 classes. The algorithm is initialized with a randomstarting partition. After obtaining the partition of the�rst frame, we compute the partitions of the subsequentframes. From the results on frames 1 through 60, a fewframes { 1, 5, 8 and 13 { are shown in Figure 3 alongwith the original frames adjacent to them. As can beseen from Figure 3, the players, the soccer ball and thesign boards in the background (JVC, Canon, etc.) are allcaptured by a single class. The ground in the soccer �eldis captured by another class. Some of the players who areclose together have been combined into a single segment.Similarly, the ball is merged into a single segment withtwo other players. For example, in frame 1, the ball andtwo players are part of one segment; whereas by the �fth
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frame, the soccer ball is far away so that it becomes asegment in itself. This continues until it goes in betweentwo other players. Notice the patch on the ground whichwas near the right most player in the �rst frame, movesto the left uniformly owing to the camera panning to theright. In frame 5 we can see a spurious patch appearingout of nowhere. On the whole, the initial conditions fromthe previous frames seem to be guiding the segmentationof the current frame in an e�ective manner. There aresome artifacts on the ground, speci�cally the one closestto the rightmost player, which show up as patches in the�nal partition. Inspection of the other frames shows thatit is also present in them and not something spurious.The segments of Frame 1, extracted by applying theseeding and region growing method are shown in Figure3(b). There are 15 segments in this frame out of whichonly 5 correspond to the players and the ball. The balland 2 players are merged into one segment, and thereare 2 other segments where two players are put into asingle segment. The rest of the two segments consist ofone player in each segment. We have implemented theprograms to �nd the bounding boxes and the centroidsfor the segments. Therefore, the segments are displayedwith the bounding boxes around them and the centroidsare marked with an `x' in Figure 3(b). The small seg-ments with only a centroid and without any apparentbounding box are the ones with very few pixels. Most ofthem are on the top of the frame and at the bottom ofthe sign boards. They arise out of smoothing the brokensoccer boundary line.Since only the ball and the players are important fromthe content based retrieval perspective, we use Figure 4to simplify the segments for each frame. As shown inFigure 4, the ground (G) is selected as the target se-mantic object and the segments are denoted by P forthe players or B for the soccer ball. As mentioned ear-lier, if two semantic objects are too close to each other,they are merged into a single segment. Hence, the soccerball is put into a single segment only when it is far awayfrom the players (in Frames 5 and 8) and each segmentP may consist of multiple players and/or the soccer ball.In this example, each frame is divided into nine subre-gions. More or fewer subregions in a video frame may beused to allow more fuzzy or more precise queries as nec-essary. The corresponding multimedia input strings areon the right of Figure 4. In our design, each key frameis represented by an input symbol in a multimedia inputstring and the \&" symbol between two semantic ob-jects is used to denote that the semantic objects appearin the same frame. The subscripted numbers are used todistinguish the relative positions of the semantic objectsrelative to the target semantic object \ground". Table1 shows part of the three dimensional spatial relations
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Table 1: Part of the three dimensional relative positionsfor semantic objects: The �rst and the third columnsindicate the relative position numbers while the sec-ond and the fourth columns are the relative coordinates.(xt; yt; zt) and (xs; ys; zs) represent the X-, Y-, and Z-coordinates of the target and any semantic object, re-spectively. The \�" symbol means the di�erence be-tween two coordinates is within a threshold value.Number Relative Coordinates1 xs � xt; ys � yt; zs � zt10 xs < xt; ys � yt; zs � zt13 xs < xt; ys < yt; zs � zt16 xs < xt; ys > yt; zs � zt19 xs > xt; ys � yt; zs � ztintroduced in [3]. (xt; yt; zt) and (xs; ys; zs) representthe X-, Y-, and Z-coordinates of the target and any se-mantic object, respectively. The \�" symbol means thedi�erence between two coordinates is within a thresholdvalue. Since two dimensions are considered in this exam-ple, zs � zt. The multimedia input strings can be usedfor multimedia database searching via substring match-ing. The details of multimedia database searching areshown in [3].Assume Figures 4(a), (b), (c), and (d) are four keyframes for shot T1. The multimedia input string to rep-resent these four key frames is as follows:Multimedia input string:(G1&P10&P13&P1&P1&P19)| {z }M1 (G1&P10&P13&P1&B1&P1&P19)| {z }M2(G1&P10&P13&P10&B1&P1&P19)| {z }M3 (G1&P16&P13&P10&P1&P19)| {z }M4As shown in the above multimedia input string, thereare four input symbols which are M1, M2, M3, and M4.The appearance sequence of the semantic objects in aninput symbol is based on the spatial locations of the se-mantic objects in the video frame from left to right andtop to bottom. For example, Figure 4(a) is representedby input symbol M1. G1 indicates that G is the targetsemantic object. P10 means the �rst P is on the left ofG, P13 means the second P is below and to the left ofG, P1 means the third P and the fourth P are at thesame subregion as G, and P19 means the �fth P is onthe right of G. Figure 4(b) is modeled by input symbolM2 in which the soccer ball B appears at the same sub-region as G and the rest of the semantic objects remainat the same locations. In this case, the number of se-mantic objects is increased from six to seven. This is an

example to show how to use a multimedia input stringto represent a number of semantic object changes. Fig-ure 4(c) is represented by input symbol M3. The thirdP moves from the same subregion of G to above andleft of G so the associated number changes from 1 to10 from which the relative spatial relations can also bemodeled by the multimedia input string. Input symbolM4 models Figure 4(d). In this situation, B disappearsand the �rst P changes its spatial location from the leftto above and left of G in Figure 4(c). So, the numberassociated with the �rst P changes from 10 to 16 and Bdoes not exist in M4. The order of these four key framesis modeled by four input symbols concatenated togetherto indicate that M1 appears earlier than M2 and so on.4. ConclusionsVideo data are widely used in today's multimedia appli-cations such as education, video on demand, video con-ferencing and so on. Managing video data so that userscan quickly browse video data is an important issue forthe multimedia applications using video data. A goodsemantic model is needed if we want to meet the needs.In this paper, ATNs are used to model video hierarchyfor browsing. Based on this design, users can view in-formation quickly to decide whether the content is whatthey want to see. Key frames selection based on tempo-ral and spatial relations of semantic objects is used in ourdesign. The temporal and spatial relations of semanticobjects are captured by the proposed unsupervised videosegmentation method. From the soccer game video ex-ample, we can see that the players and the soccer ball arecaptured well. Since the �rst frame uses a random initial-ization and the subsequent frames use the results of theprevious frames, the method is completely unsupervised.In addition, by incorporating the partition informationof the previous frame into the segmentation process ofthe current frame, the temporal information is implic-itly used. Under this design, these key frames preservemany of the visual contents and minimize the data size tomitigate the computation and storage problems in mul-timedia browsing environments. Moreover, based on theresults of the segmentation, multimedia input strings areconstructed. The multimedia input strings can be usedfor multimedia database searching via substring match-ing. Unlike the existing semantic models which onlymodel presentation, query, or browsing, our ATN modelprovides these three capabilities in one framework.5. References[1] F. Arman, R. Depommer, A. Hsu, and M.Y. Chiu,\Content-based browsing of video sequences," ACM
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