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Abstract

In an interactive multimedia information system, users
should have the flexibility to browse and choose vari-
ous scenarios they want to see. This means that two-
way communications should be captured by the conceptual
model. Digital video has gained increasing popularity in
many multimedia applications. Instead of sequential ac-
cess to the video contents, the structuring and modeling
of video data so that users can quickly and easily browse
and retrieve interesting materials becomes an important
issue in designing multimedia information systems. An
abstract semantic model called the augmented transition
network (ATN), which can model video data and user
interactions, is proposed in this paper. An ATN and
its subnetworks can model video data based on differ-
ent granularities such as scenes, shots and key frames.
Multimedia input strings are used as inputs for ATNs.
The details of how to use multimedia input strings to
model video data are also discussed. Key frame selection
is based on temporal and spatial relations of semantic 0b-
jects in each shot. The temporal and spatial relations of
semantic objects are captured from our proposed unsu-
peruvised video segmentation method which considers the
problem of partitioning each frame as a joint estimation
of the partition and class parameter variables. Unlike
existing semantic models which only model multimedia
presentation, multimedia database searching, or brows-
ing, ATNs together with multimedia input strings can
model these three in one framework.

Key words: Augmented Transition Network (ATN),
Multimedia Input String, Multimedia Browsing, Multi-
media Database Systems.

1. Introduction

Unlike traditional database systems which have text or
numerical data, a multimedia database or information
system may contain different media such as text, image,
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audio, and video. Video is popular in many applications
such as education and training, video conferencing, video
on demand, news service, and so on. Traditionally, when
users want to search for certain content in videos, they
need to fast forward or rewind to get a quick overview of
interest on the video tape. This is a sequential process
and users do not have a chance to choose or jump to a
specific topic directly. How to organize video data and
provide the visual content in compact forms becomes im-
portant in multimedia applications [19]. Therefore, users
can browse a video sequence directly based on their in-
terests so that they can get the necessary information
faster and the amount of data transmission can be re-
duced. Also, users should have the opportunity to re-
trieve video materials by using database queries. Since
video data contains rich semantic information, database
queries should allow users to get high level content such
as scenes or shots and low level content according to the
temporal and spatial relations of semantic objects. A
semantic object is an object appearing in a video frame
such as a “car.” Also, a semantic model should have the
ability to model visual contents at different granularities
so that users can quickly browse large video collections.

Many video browsing models propose to allow users
to visualize video content based on user interactions [1, 5,
6, 10, 11, 14, 19]. These models choose representative im-
ages using regular time intervals, one image in each shot,
all frames with focus key frame at specific place, and so
on. Choosing key frames based on regular time intervals
may miss some important segments and segments may
have multiple key frames with similar contents. One im-
age in each shot also may not capture the temporal and
spatial relations of semantic objects. Showing all key
frames may confuse users when too many key frames are
displayed at the same time. To achieve a balance, we
propose a key frame selection mechanism based on the
number, temporal, and spatial changes of the semantic
objects in the video frames.

The Augmented transition network (ATN), developed
by Woods [18], has been used in natural language un-
derstanding systems and question answering systems for
both text and speech. We use the ATN as a semantic



model to model multimedia presentations [2], multime-
dia database searching, the temporal, spatial, or spatio-
temporal relations of various media streams and seman-
tic objects [3, 12, 13]. As shown in [4], ATNs need fewer
nodes and arcs to represent a multimedia presentation
compared with Petri-net models such as OCPN [9]. Mul-
timedia input strings adopt the notations from regular
expressions [8] and are used to represent the presentation
sequences of temporal media streams, spatio-temporal
relations of semantic objects, and keyword compositions.
In addition to using ATNs to model multimedia presen-
tations and multimedia database searching, how to use
ATNs and multimedia input strings as video browsing
models is discussed in this paper. Moreover, key frame
selection based on the temporal and spatial relations of
semantic objects in each shot will be discussed. In pre-
vious studies, formulations and algorithms for multiscale
image segmentation and unsupervised video segmenta-
tion and object tracking were introduced [15, 16, 17].
Our video segmentation method focuses on obtaining
object level segmentation, i.e., obtaining objects in each
frame and their traces across the frames. Hence, the tem-
poral and spatial relations of semantic objects required
in the proposed key frame selection mechanism can be
captured. We apply our video segmentation method on a
small portion of a soccer game video and use the tempo-
ral and spatial relations of semantic objects to illustrate
how the key frame selection mechanism works. The de-
tails on how to use the recursive call property in ATNs
to model user loops are also presented.

The organization of this paper is as follows. Section 2
discusses the use of ATNs and multimedia input strings
to model video browsing. Key frame selection algorithm
is introduced in section 3. Section 3 also gives an example
soccer game video. Conclusions are presented in section
4.

2. Video Browsing Using ATNs

In an interactive multimedia information system, users
should have the flexibility to browse and decide on vari-
ous scenarios they want to see. This means that two-way
communications should be captured by the conceptual
model. Digital video has gained increasing popularity
in many multimedia applications. Instead of sequential
access to the video content, structuring and modeling
video data so that users can quickly and easily browse
and retrieve interesting materials becomes an important
issue in designing multimedia information systems.
Browsing provides users the opportunity to view in-
formation rapidly since they can choose the content rel-
evant to their needs. It is similar to the table of con-
tents and the index of a book. The advantage is that
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Figure 1: A hierarchy of video media stream

‘ SHPOT‘ ‘ SHé)T‘ ........ ‘ SHRQT‘ SHOT

users can quickly locate the interesting topic and avoid
the sequential and time-consuming process. In a digital
video library, in order to provide this capability, a seman-
tic model should allow users to navigate a video stream
based on shots, scenes, or clips. The ATN can be used to
model the spatio-temporal relations of multimedia pre-
sentations and multimedia database systems. It allows
users to view part of a presentation by issuing database
queries. In this paper, we further design a mechanism
by using the ATN to model video browsing so that users
can navigate the video contents. In this manner, query-
ing and browsing capabilities can be provided by using
ATNs.

2.1. Hierarchy for a Video Clip

As mentioned in [19], a video clip can be divided into
scenes. A scene is a common event or locale which con-
tains a sequential collection of shots. A shot is a basic
unit of video production which captures between a record
and a stop camera operation. Figure 1 is a hierarchy for
a video clip. At the topmost level is the video clip. A
clip contains several scenes at the second level and each
scene contains several shots. Each shot contains some
contiguous frames which are at the lowest level in the
video hierarchy. Since a video clip may contain many
video frames, it is not good for database retrieving and
browsing. How to model a video clip, based on differ-
ent granularities, to accommodate browsing, searching
and retrieval at different levels is an important issue in
multimedia database and information systems. A video
hierarchy can be defined by the following three proper-
ties:

1. V.={851, 83, ...,Sn}, Si denotes the ith scene and
N is the number of scenes in this video clip. Let
B(S1) and E(S;) be the starting and ending times
of scene Si, respectively. The temporal relation
B(Sl) < E(Sl) < B(S2) < E(S2) <...is pI‘eSGI‘VGd.

2. S; ={T}, ..., T\ }, T is the jth shot in scene S;
and n; is the number of shots in S;. Let B(T}) and
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Figure 2: Augmented Transition Network for video
browsing: (a) is the ATN network for a video clip which
starts at the state V/. (b)-(d) are part of the subnet-
works of (a). (b) is to model scenes in video clip V3. (c)
is to model shots in scene S;. Key frames for shot T} is
in (d).

E(T}) be the starting and ending times of shot T}
where B(T}) < E(TY) < ... < B(T}.) < E(T}).

3. T = {RY .., Rli;j}, R an'd Rli;j are the starting
and ending frames in shot 7' and /; is the number
of frames for shot T]Z

In property 1, V represents a video clip and contains
one or more scenes denoted by Sy, S2, and so on. Scenes
follow a temporal order. For example, the ending time
of Sy is earlier than the starting time of S3. As shown
in property 2, each scene contains some shots such as T}
to T}:.. Shots also follow a temporal order and there is
no time overlap among shots so B(T}¥) < E(T}) < ...
< B(T},) < E(T}..). A shot contains some key frames to
represent the visual contents and changes in each shot. In
property 3, Ry’ represents key frame k for shot T. The
details of how to choose key frames based on temporal
and spatial relations of semantic objects in each shot will
be discussed in section 3.

2.2. Using ATNs to Model Video Browsing

An ATN can build up the hierarchy property by using
its subnetworks. Figure 2 is an example of how to use an

ATN and its subnetworks to represent a video hierarchy.
An ATN and its subnetwork are capable of segmenting
a video clip into different granularities and still preserve
the temporal relations of different units.

In Figure 2(a), the arc label V] is the starting state
name of its subnetwork in Figure 2(b). When the input
symbol V is read, the name of the state at the head of
the arc (V/V1) is pushed into the top of a push-down
store. The control is then passed to the state named on
the arc which is the subnetwork in Figure 2(b).

In Figure 2(b), when the input symbol X; (S;&S5) is
read, two frames which represent two video scenes S; and
So are both displayed for the selections. In the original
video sequence, S; appears earlier than S, since it has
a smaller number. The “&” symbol in multimedia input
strings is used to denote the concurrent display of S;
and Sy. ATNs are capable of modeling user interactions
where different selections will go to different states so
that users have the opportunity to directly jump to the
specific video unit that they want to see. In our design,
vertical bars “|” in multimedia input strings and more
than one outgoing arc in each state at ATNs are used
to model the “or” condition so that user interactions are
allowed. Assume S is selected, the input symbol S; is
read. Control is passed to the subnetwork in Figure 2(c)
with starting state name S;/. The “*” symbol indicates
the selection is optional for the users since it may not
be activated if users want to stop the browsing. The
subnetwork for S; is omitted for the simplicity.

In Figure 2(c), when the input symbol T7&T5&T5 is
read, three frames T4, T, and T3 which represent three
shots of scene S; are displayed for the selection. If the
shot T is selected, the control will be passed to the sub-
network in Figure 2(d) based on the arc symbol 77 /. The
same as in Figure 2(b), temporal flow is maintained.

3. Key Frame Selections Based on Temporal and
Spatial Analysis of Video Sequences

The next level under shots are key frames. Key frame
selections play an important role to let users examine
the key changes in each video shot. Since each shot
may still have too many video frames, it is reasonable
to use key frames to represent the shots. The easiest
way of key frame selection is to choose the first frame
of the shot. However, this method may miss some im-
portant temporal and spatial changes in each shot. The
second way is to include all video frames as key frames
and this may have computational and storage problems,
and may increase users’ perception burdens. The third
way is to choose key frames based on fixed durations.
This method is still not a good mechanism since it may
give us many key frames with similar contents. There-



fore, how to select key frames to represent a video shot
is an important issue for digital library browsing, search-
ing, and retrieval [20]. To achieve a balance, we propose
a key frame selection mechanism based on the number,
temporal, and spatial changes of the semantic objects in
the video frames. Other features may also be possible
for the key frame selections, but we focus on the num-
ber, temporal, and spatial relations of semantic objects
in this study. Therefore, spatio-temporal changes in each
shot can be represented by these key frames. For exam-
ple, in each shot of a soccer game, players may change
positions in subsequent frames and the number of players
appearing may change at the time duration of the shot.

3.1. Simultaneous Partition and Class Parameter
Estimation (SPCPE) Algorithm

Let the set of semantic objects in the kth frame (Rfc’j ) of
the jth shot T} in the ith scene S; be denoted by Oy’
We define the key frame selections as follows:

Definition 1: Given two contiguous video frames R%’
and R;7 in Tji, let the sets of the semantic objects in
these two video frames be O%J and O,’;’j . Rz’j is a key
frame if and only if any of following two conditions is
satisfied:

(1) 0L N Oy # 0L U 0y
(2) Any semantic object spatial location changes
between O%7 and O,”.

As mentioned previously, the video segmentation method
can provide the required information for the key frame
selection mechanism. Therefore, the video segmentation
method is applied to each frame before the above two
conditions are checked. The method for partitioning a
video frame starts with an arbitrary partition and em-
ploys an iterative algorithm to estimate the partition and
the class description parameters jointly. So the minimum
we obtain through our descent method depends strongly
on the starting point or the initial partition. In a video,
the successive frames do not differ much due to the high
temporal sampling rate. Hence the partitions of adjacent
frames do not differ significantly. Starting with the es-
timated partition of the previous frame, if we apply our
descent algorithm on the current frame we may obtain a
new partition that is not significantly different from the
partition of the previous frame. For the first frame, since
there is no previous frame, we use a randomly generated
initial partition.

We treat the partition as well as the class parame-
ters as random variables and pose the problem as one in
joint estimation[15, 16]. Suppose we have 2 classes. Let
the partition variable be ¢ = {¢1, c2} and the classes be

parametrized by 8 = {6;,6>}. Now, the MAP estimates
of ¢ = {e1,¢c2} and 6 = {6,602} are given by

(¢,0) = ArgmaxP(c,0]|Y)
(c.0)

Argmax P(Y | ¢,0)P(c,0). (1)
.0

With appropriate assumptions, this joint estimation can
be simplified to the following form:

(é,é) = Argmin J(C1,02,01,02)
(c.0)
J(er,e2,01,0:) = ) —lupi(yi;61)
yij €C1
+ Z —Inpa(yij; 02). (2)
yij €EC2

The joint estimation method is called the simultane-
ous partition and class parameter estimation (SPCPE)
algorithm. The algorithm starts with an arbitrary par-
tition of the data and computes the corresponding class
parameters. Using these class parameters and the data
a new partition is estimated. Both the partition and the
class parameters are iteratively refined until there is no
further change in them. The details of the video segmen-
tation method are shown in [17].

Given a video shot T;, let K; be the set of key frames
selected for T]? and m a frame index. Initially the first

frame is always selected so K} = {R;”}.

1. Initialization:
K = (R
o Execute SPCPE algorithm for the first frame;

2. form =2to l;

e Execute SPCPE algorithm to get the temporal
and spatial relations of the semantic objects;

o if ((0H N OY | # 0L UOY_ ) OR
Spatial location_change(O%/, O%7 ) ) then
K} =K} U RL;

endfor.

The first condition of definition 1 models the number of
semantic object changes in two contiguous video frames
at the same shot. The first part of the if-statement in
the above solution algorithm is used to check this sit-
uation. The latter part of the if-statement checks the
second condition of definition 1, which is to model the
temporal and spatial changes of semantic objects in two
contiguous video frames of the shot. Using the same defi-
nition of three dimensional relative positions for semantic



objects as shown in [3], we choose one semantic object to
be the target semantic object in each video frame. We
adopt the minimal bounding rectangle (MBR) concept
in R-tree [7] so that each semantic object is covered by a
rectangle. In order to distinguish the relative positions,
twenty-seven numbers are used to distinguish the rela-
tive positions of each semantic object relative to the tar-
get semantic object and are represented by subscripted
numbers. The centroid point of each semantic object is
used for space reasoning so that any semantic object is
mapped to a point object. Therefore, the relative posi-
tion between the target semantic object and a semantic
object can be derived from these centroid points.

3.2. An Example Soccer Video

The example soccer video consists of 60 frames. It is a
gray scale video that shows the part of the game where
a goal is scored. Each frame is of size 180 rows and 240
columns. A small portion of the soccer video game is
used to illustrate the way the proposed key frame se-
lection mechanism works. Although we have several dis-
tinct regions in each frame of the video, only two of them
are important from the content based retrieval perspec-
tive, namely the ball and the players. There are some
important aspects in this video that make automatic ob-
ject tracking difficult. They are as follows:

e The soccer ball vanishes between players for a few
frames and reappears later.

e The regions corresponding to the players merge to-
gether and separate out after a few frames.

e Some spurious patches, typically on the ground,
suddenly appear as blobs and disappear giving the
impression of an object.

We will apply our video segmentation method to this
data, assuming that there are 2 classes. The first frame
is partitioned using the multiscale frame segmentation
with 2 classes. The algorithm is initialized with a random
starting partition. After obtaining the partition of the
first frame, we compute the partitions of the subsequent
frames. From the results on frames 1 through 60, a few
frames — 1, 5, 8 and 13 — are shown in Figure 3 along
with the original frames adjacent to them. As can be
seen from Figure 3, the players, the soccer ball and the
sign boards in the background (JVC, Canon, etc.) are all
captured by a single class. The ground in the soccer field
is captured by another class. Some of the players who are
close together have been combined into a single segment.
Similarly, the ball is merged into a single segment with
two other players. For example, in frame 1, the ball and
two players are part of one segment; whereas by the fifth

100 20

(b) Partition of Frame 1

100 150 20

(d) Partition of Frame 5

100 150 20

(f) Partition of Frame 8

100 150 200

(h) Partition of Frame 13

(g) Frame 13

Figure 3: Figures (a),(c),(e),(g) are the original Frames
1,5,8,13 (on the left) and (b),(d),(f),(h) show their cor-
responding partitions (on the right). (b) shows the seg-
ments extracted from the first frame of the Soccer video.
The centroid of each segment is marked with an ‘x” and
the segment is shown with a bounding box around it.
The segments corresponding to the moving players and
the ball are captured in every frame automatically.



frame, the soccer ball is far away so that it becomes a
segment in itself. This continues until it goes in between
two other players. Notice the patch on the ground which
was near the right most player in the first frame, moves
to the left uniformly owing to the camera panning to the
right. In frame 5 we can see a spurious patch appearing
out of nowhere. On the whole, the initial conditions from
the previous frames seem to be guiding the segmentation
of the current frame in an effective manner. There are
some artifacts on the ground, specifically the one closest
to the rightmost player, which show up as patches in the
final partition. Inspection of the other frames shows that
it is also present in them and not something spurious.

The segments of Frame 1, extracted by applying the
seeding and region growing method are shown in Figure
3(b). There are 15 segments in this frame out of which
only 5 correspond to the players and the ball. The ball
and 2 players are merged into one segment, and there
are 2 other segments where two players are put into a
single segment. The rest of the two segments consist of
one player in each segment. We have implemented the
programs to find the bounding boxes and the centroids
for the segments. Therefore, the segments are displayed
with the bounding boxes around them and the centroids
are marked with an ‘x’ in Figure 3(b). The small seg-
ments with only a centroid and without any apparent
bounding box are the ones with very few pixels. Most of
them are on the top of the frame and at the bottom of
the sign boards. They arise out of smoothing the broken
soccer boundary line.

Since only the ball and the players are important from
the content based retrieval perspective, we use Figure 4
to simplify the segments for each frame. As shown in
Figure 4, the ground (G) is selected as the target se-
mantic object and the segments are denoted by P for
the players or B for the soccer ball. As mentioned ear-
lier, if two semantic objects are too close to each other,
they are merged into a single segment. Hence, the soccer
ball is put into a single segment only when it is far away
from the players (in Frames 5 and 8) and each segment
P may consist of multiple players and/or the soccer ball.
In this example, each frame is divided into nine subre-
gions. More or fewer subregions in a video frame may be
used to allow more fuzzy or more precise queries as nec-
essary. The corresponding multimedia input strings are
on the right of Figure 4. In our design, each key frame
is represented by an input symbol in a multimedia input
string and the “&” symbol between two semantic ob-
jects is used to denote that the semantic objects appear
in the same frame. The subscripted numbers are used to
distinguish the relative positions of the semantic objects
relative to the target semantic object “ground”. Table
1 shows part of the three dimensional spatial relations

multimediainput string:
Gi& P& P;& P, & P& Py

multimedia input string:
G,& P& P& P.&B & P&P

multimedia input string:
G,& P& P &P0w&B.&P&P,

(c) Frame 8
P 1 p
Pp ”””” multimediainput string:
P § é Gl& PlG& P13& Pl(ﬁ‘ P1&P19

(d) Frame 13

Figure 4: Segments with bounding boxes and centroids
for Frames 1,5,8,13 in Figure 3 on the left and their cor-
responding multimedia input strings on the right. Each
segment is displayed with the bounding box around it
and the centroid is marked with an ‘x’. Here, G, P,
and B represent “ground”, “players”, and “soccer ball”,
respectively. The “ground” (G) is selected as the tar-
get semantic object and the subscripted numbers in a
multimedia input string are used to distinguish the rela-
tive positions of the semantic objects relative to G. Each
frame is divided into nine subregions and the centroid of
each segment is used as a reference point for spatial rea-
soning.



Table 1: Part of the three dimensional relative positions
for semantic objects: The first and the third columns
indicate the relative position numbers while the sec-
ond and the fourth columns are the relative coordinates.
(z¢,yt, ze) and (ws,ys,zs) represent the X-, Y-, and Z-
coordinates of the target and any semantic object, re-
spectively. The “a” symbol means the difference be-
tween two coordinates is within a threshold value.

~
~

Number | Relative Coordinates
1 Ts R T, Ys R Yt, s RN 2t
10 Ts < Tt,Ys N Y, 25 N 24
13 Ts < Tt,Ys < Yt, Zs R 2¢
16 Ts < Ty, Ys > Yg, Zs N 2t
19 Ts > Tt,Ys N Yty Zs N 2t

introduced in [3]. (¢, y:,2:) and (zs,ys, 2s) represent
the X-, Y-, and Z-coordinates of the target and any se-
mantic object, respectively. The “~” symbol means the
difference between two coordinates is within a threshold
value. Since two dimensions are considered in this exam-
ple, zs & z;. The multimedia input strings can be used
for multimedia database searching via substring match-
ing. The details of multimedia database searching are

shown in [3].

Assume Figures 4(a), (b), (c), and (d) are four key
frames for shot 77. The multimedia input string to rep-
resent these four key frames is as follows:

Multimedia input string:
(Gl&Plo&P13&P1&P1&P19) (Gl&Plo&P13&P1&Bl&P1&P19)

- o
' v

M, Mo
(Gl&Plo&Plg&Plo&Bl&Pl&Plg) (Gl&Pla&P13&P10&P1&P19)

AN v

~~ ~~

Mg My

As shown in the above multimedia input string, there
are four input symbols which are My, My, M3, and My.
The appearance sequence of the semantic objects in an
input symbol is based on the spatial locations of the se-
mantic objects in the video frame from left to right and
top to bottom. For example, Figure 4(a) is represented
by input symbol M;. G; indicates that G is the target
semantic object. Pjo means the first P is on the left of
G, P;3 means the second P is below and to the left of
G, P, means the third P and the fourth P are at the
same subregion as G, and P9 means the fifth P is on
the right of G. Figure 4(b) is modeled by input symbol
M> in which the soccer ball B appears at the same sub-
region as G and the rest of the semantic objects remain
at the same locations. In this case, the number of se-
mantic objects is increased from six to seven. This is an

example to show how to use a multimedia input string
to represent a number of semantic object changes. Fig-
ure 4(c) is represented by input symbol Ms. The third
P moves from the same subregion of G to above and
left of G so the associated number changes from 1 to
10 from which the relative spatial relations can also be
modeled by the multimedia input string. Input symbol
M, models Figure 4(d). In this situation, B disappears
and the first P changes its spatial location from the left
to above and left of G in Figure 4(c). So, the number
associated with the first P changes from 10 to 16 and B
does not exist in M4. The order of these four key frames
is modeled by four input symbols concatenated together
to indicate that M; appears earlier than M> and so on.

4. Conclusions

Video data are widely used in today’s multimedia appli-
cations such as education, video on demand, video con-
ferencing and so on. Managing video data so that users
can quickly browse video data is an important issue for
the multimedia applications using video data. A good
semantic model is needed if we want to meet the needs.
In this paper, ATNs are used to model video hierarchy
for browsing. Based on this design, users can view in-
formation quickly to decide whether the content is what
they want to see. Key frames selection based on tempo-
ral and spatial relations of semantic objects is used in our
design. The temporal and spatial relations of semantic
objects are captured by the proposed unsupervised video
segmentation method. From the soccer game video ex-
ample, we can see that the players and the soccer ball are
captured well. Since the first frame uses a random initial-
ization and the subsequent frames use the results of the
previous frames, the method is completely unsupervised.
In addition, by incorporating the partition information
of the previous frame into the segmentation process of
the current frame, the temporal information is implic-
itly used. Under this design, these key frames preserve
many of the visual contents and minimize the data size to
mitigate the computation and storage problems in mul-
timedia browsing environments. Moreover, based on the
results of the segmentation, multimedia input strings are
constructed. The multimedia input strings can be used
for multimedia database searching via substring match-
ing. Unlike the existing semantic models which only
model presentation, query, or browsing, our ATN model
provides these three capabilities in one framework.
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