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ABSTRACT 

 
In this paper, we propose a multi-buffer scheduling 
scheme for streaming video systems. A transmission rate 
is obtained via a rate control algorithm, which optimally 
utilizes the network bandwidth and client buffer resources. 
The server side maintains multiple buffers for packets of 
different importance levels. It schedules the transmission 
of each packet based on the source buffer size and 
playback deadline to reduce the end-to-end distortion. The 
performance of proposed scheme is evaluated in terms of 
peak signal-to-noise ratio (PSNR) in the simulations, and 
the simulation results demonstrate the improvement of the 
average PSNR values compared with two other 
scheduling schemes. 

 

1. INTRODUCTION 
 
Streaming video has the bandwidth requirement in order 
to provide a good quality of service. When the 
transmission rate is limited by congestion control and 
cannot satisfy the bandwidth requirement of the original 
presentation, adaptive quality streaming should be 
provided. Among many approaches for adaptive quality 
streaming, selective dropping at the source side can 
provide a smooth degraded video quality under the rate 
constraint. There have been several selective dropping 
schemes proposed [1][2][3][6][7]. In [2], it addresses the 
problem of streaming packetized media in a rate distortion 
optimized way and gives a rigorous analysis of it. The 
scheduling algorithm decides which packets will be 
transmitted under the rate constraint while minimize the 
end-to-end distortion. [3] models the streaming system as 
a queuing system. An optimal substream is selected based 
on the decoding failure probability of the frame and the 
effective network bandwidth. A probability dropping 
mechanism is proposed in [1] to calculate the dropping 
probability for each layer. [6] presents a streaming 

framework centered around the concept of priority drop. It 
combines the scalable compression and adaptive 
streaming to provide a graceful degradation of the quality. 
Most of these approaches work in a rate-distortion 
optimized way which satisfies a rate constraint. The rate 
constraint is obtained based on the estimation of the 
available network bandwidth. 
       Compressed video consists of packets with different 
levels of importance and the packets have different 
impacts on the presentation quality of the decoded videos. 
Treating all of the packets with equal importance usually 
results in severe quality degradation during packet losses 
in heavy congestion. A rate-distortion optimized 
streaming works on the allocation of bandwidth resources 
between different packets and in a way that minimizes the 
reconstruction distortion of the presentation at the clients. 
Group-of-pictures (GOPs) of H.26L [4] video codec 
consists of I, P, and B frames. The packets of different 
frames have dependency, thus the encoder generates 
packets of different priorities and importance levels for 
decoding. I, P, and B frames are of different importance 
levels. Within an importance level, the packets appear 
earlier in the frame have higher priorities. 
       In this paper, we propose a packet scheduling scheme 
to provide adaptive quality for video streaming. We 
presented a rate control algorithm in [5] for real-time best-
effort streaming, which allocates a minimal bandwidth to 
satisfy the playback requirement. Packet scheduling 
addresses the problem of how to provide a better and 
smoother video quality under a limited rate. The 
contribution of our work is that the proposed approach 
tries to transmit the more important packets subject to the 
rate constraint obtained from the rate control algorithm 
via a multi-buffer scheme at the source. The packet 
scheduling works in conjunction with rate control, but in a 
different scale. The rate control algorithm itself works in a 
larger time scale, allocating the bandwidth to each GOP; 
while in this study, the scheduling works within each 
GOP, allocating resources between packets inside a GOP. 



So packet scheduling can provide a refined resource 
allocation to provide an adaptive quality.  
      The paper is organized as follows. Section 2 gives the 
proposed multi-buffer scheduling scheme. In Section 3, 
we present the simulation results and the comparison with 
different schemes. Conclusions are given in Section 4.   
 

2. MULLTI-BUFFER SCHEDULING SCHEME 
 
Packet scheduling decides which packets to send and at 
what rate. If the packet arrives after the deadline, it will be 
discarded, which will lead to a degradation of the 
presentation quality and a waste of network bandwidth. It 
should send the packet of a higher importance, and thus 
maximize the presentation quality of the decoded video. 
The proposed multi-buffer scheduling scheme is 
composed of two components: rate control [5] and packet 
scheduling. The rate control component adopted our 
previously proposed rate control algorithm which decides 
a suitable transmission rate by considering the network 
congestion, playback requirement, and client buffer 
occupancy. Subject to this rate constraint, the packet 
scheduling component decides which packets to send in 
order to achieve a better presentation quality at the client. 
Some packets must be selectively dropped and not 
transmitted when the original playback requirement 
cannot be satisfied by the network bandwidth.   
      First, we briefly review our previously proposed 
optimized rate scheme. Let Qr be the allocated buffer size 
for each client. At time interval k, Rk is the number of 
packets transmitted from the server, Pk is the number of 
packets arriving at the client buffer, and Lk is the number 
of packets used for playback. Let Qk. and Qk+1 denote the 
numbers of packets in the client buffer at the beginning of 
time intervals k and k+1, respectively. 
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      To make the optimal utilization of the client buffer 
and network bandwidth, while satisfying the playback 
schedule, we try to minimize the following Jk function,  
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where wp, wq, and wr are the weighting coefficients. 
Because of the network delays, the change of transmission 
rate Rk will result in a change of the packets in the client 
buffer Qk+d0, where d0≥1 indicates the delay. The 
transmission rate is adjusted periodically based on the 
feedback information provided by the clients. Some 
modification during the calculation is that the scaled 
playback rate is used here instead of the original playback 
rate. 
       Our rate control algorithm allocates the bandwidth for 
each GOP while trying to obtain an optimal utilization of 
the network resources. For each GOP, it needs to schedule 
which packets to be sent out in a distortion-optimized 
way. It can also be viewed as a refined resource allocation 

scheme, which allocates the bandwidth among packets 
within each GOP, while the rate control is decided among 
different GOPs. 
       The source buffer is used to hold those packets that 
will be sent out during the next time interval. The source 
buffer actually consists of multiple buffers, each of such 
buffer works like a FIFO queue with different importance 
levels or prority. The importance levels and the concept of 
layers are interchangeable. The definition of the level here 
can be very generic. For example, we can have 3 queues 
for I, P, and B packets separately, with the queue for I 
packets has the highest priority. In this manner, we have 3 
importance levels. It can also work in a more refined way. 
For a specific GOP encoded as IPBBPBBPBBPBBPBB, 
we have 1 + 2*5 = 11 levels. Hence, for a coarse quality 
control, the level of 3 can be considered. On the other 
hand, for a more refined quality control, 11 levels can be 
used. For layered video, different layers can directly be 
used as importance levels. 
       For a packet, the delay it may experience before it is 
decoded and played at the client is denoted as delay(t). 
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where B(t) is the total source buffer occupancy, Rc(t) is the 
transmission rate obtained from the rate control algorithm, 
s_rtt is the current total delay from the server to the 
clients, k(t) is the current number of GOP in the client 
buffer that waits to be decoded, and F is the playback 
duration for one GOP. 
     Define B(t) to be the total buffer occupancy at the 
source side, since the source buffer occupancy is 
composed of multiple buffers for different levels. 
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where Bi(t) is the separate buffer occupancy for layer i, 
and M is the total number of importance levels. 
      We need to estimate the current single trip time,  
         rrttsrttsrtts _)1(_*_ αα −+=                  (5) 
where 0 < α  < 1, s_rttr is the most recent s_rtt obtained 
from the feedback report. The number of GOPs in the 
client buffer is also available from the feedback. Since we 
use the original playback schedule, which is fixed, it is 
easy to calculate whether the packet can meet the deadline 
or not. If not, this packet and the subsequent packets in 
the same buffer will be discarded. This scheduling works 
from the lowest level buffer to the higher level buffer. 

 
3. SIMULATION RESULTS AND ANALYSIS 

 
The simulations are conducted on the standard video test 
sequences, Mobile & Calendar, coded using H.26L. These 
video sequences are in the format of 4:2:0 with 352 x 288 
pixels per frame and 30 frames per second. The average 



bit rate of this video clip is 1.58 Mbps. A total of 256 
frames are encoded into 16 GOPs.  Each GOP consists of 
16 frames in the order of IPBBPBBPBBPBBPBB. The 16 
GOPs are repeatedly sent from the server. At the client 
side, the video sequence is played at a fixed schedule at 
30 frames per second. The video sequences are 
transmitted over the simulated environment in NS2. A 
single bottleneck is used as the network configuration 
where congestion only occurs in the link connecting two 
routers, thus the link bandwidth is the bottleneck 
bandwidth. The background traffic is generated by ftp 
connections to produce the competing TCP flows.   
       To illustrate the advantages of our approach, we 
compare it with two other different selective drop 
mechanisms. In the first approach, the rate is decided 
based on our previous rate control scheme. The packets 
are dropped at the source using a conventional scheme 
which depends solely on the playback deadline. The 
source drops the packets of the remainder when a packet 
is found to be able to miss the playback deadline. It is 
denoted as the “deadline based” approach. The second 
approach, the packets of each layer is dropped randomly 
with some probability under available network bandwidth. 
The probability is corresponding to the packet size of each 
layer. It is denoted as the “probability drop” approach. In 
all of the three approaches, the clients start the playback 
after it has buffered 6 GOP packets, which is 
approximately 3 seconds waiting for prefetch. 
        In the first simulation, we examine the situation 
when the bottleneck bandwidth is 10 Mbps. With 8 
multimedia flows with an average bit rate of 1.58 Mbps 
and the background TCP competing for the 10 Mbps, the 
source dropping is unavoidable.  The PSNR values of one 
client for each approach under the bottleneck bandwidth 
of 10 Mbps are displayed in Figure 1. From the figure, we 
can see how the PSNR changes in each GOP under 
different approaches. Generally speaking, our proposed 
approach has a better performance over the other two 
schemes. In the “deadline based” approach, at the 
beginning of some GOP, a high PSNR can be obtained, 
but often followed by some drastic degradation of the 
PSNR to even 15 dB. This is because some P frame 
packets may be dropped because they can not meet the 
deadline. In the “probability drop” scheme, followed by a 
high PSNR for the first several frames in a GOP, 
sometimes there are continuous low PSNR frames. In this 
scheme, P and B frames are randomly dropped with some 
probability, and so the dropping of a P frame is possible. 
It is also possible some B frame packets that appear earlier 
with a higher priority in the GOP are dropped, while B 
frame packets appear later with a lower priority are kept. 
That is why a larger distortion of the quality is resulted 
from this scheme. 
       To give a better understanding of how different 
packet dropping schemes will affect the presentation 

quality, a detailed PSNR view for Figure 1 is given in 
Figure 2. The PSNR values of 3 GOPs (GOP 7 – GOP 9) 
are plotted. In the 48 frames, frames 1, 17, and 33 are the 
leading frames for the 3 GOP. Since all I frames are sent, 
the leading frame will have a high PSNR. The exception 
is when an I packet is lost during the transmission because 
of the network congestion. The dropping of the PSNR of 
the leading frame of the third GOP in probability 
dropping is resulted from this kind of I frame packet loss 
in the network. Compared with the proposed approach, 
the “probability drop” approach has a lower PSNR in the 
subsequent frames in each GOP, or with the peak value 
decreasing. The continuous low values of the second GOP 
in the “deadline based” approach are resulted from some 
earlier P frame packets dropping, which lead to a severe 
degradation of the whole GOP. 
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(a) Proposed Approach 
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(b) Deadline Based 

0
5

10
15

20
25

30
35

40

0 100 200 300 400 500

Frame number

PS
N

R
 (d

B
)  

   
  

 
(c) Probability Drop 

Figure 1. PSNR comparison of frames under bottleneck 
bandwidth of 10 Mbps with 8 flows. 
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(c) Probability Drop 

 
Figure 2. A more detailed PSNR view (Frames of GOP 7 
to GOP 9) for Figure 1. 
  
      The simulations are also run under different 
bottleneck bandwidth to illustrate the performance of our 
approach under different selective source dropping ratios. 
The resulting PSNR values are averaged over all 8 flows 
to give a fair evaluation of the performance. The average 
PSNR values under different bottleneck bandwidth are 
displayed in Table 1. From this table, it can be easily seen 
that our proposed scheme outperforms the other two 
schemes under all bandwidth limitations. The advantage 
of the proposed scheme is obvious under different 
congested bottleneck bandwidths in terms of PSNR. The 

“deadline based” approach performs better than the 
“probability drop” approach since it adopts our rate 
control algorithm, which considers the playback 
requirement, network congestion, and buffer occupancy 
together. The “probability drop” approach has the lowest 
PSNR values, because it does not consider the 
interdependences of the packets at the same level. Under 
the same network situation, if more important packets are 
dropped, it will have a larger distortion of the quality. 
 

 Table 1. Average PSNR values (dB) for 3 approaches 
under different bottleneck bandwidth 

Bottleneck 
Bandwidth 

Proposed 
Approach  

Deadlin
e Based 

Probability 
Drop  

12 Mbps 33.20 32.88 31.52 
11 Mbps 31.74 31.33 30.29 
10 Mbps 30.04 29.30 28.17 

 
4. CONCLUSIONS 

 
In this paper, we present a multi-buffer packet scheduling 
scheme for video streaming. This scheme schedules the 
transmission of the packets based on an optimal rate 
control algorithm. Multiple buffers for different 
importance levels are applied at the source, via which the 
scheduling scheme differentiates packets with different 
priorities. In the simulations, we compare it with two 
other approaches, and the simulation results have shown 
that the proposed multi-buffer scheduling scheme 
outperforms the other two approaches and can improve 
the PSNR of the transmitted video. 
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