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Abstract—Deep learning has brought a series of 
breakthroughs in image processing. Specifically, there are 
significant improvements in the application of food image 
classification using deep learning techniques. However, very little 
work has been studied for the classification of food ingredients. 
Therefore, this paper proposes a new framework, called 
DeepFood which not only extracts rich and effective features 
from a dataset of food ingredient images using deep learning but 
also improves the average accuracy of multi-class classification 
by applying advanced machine learning techniques. First, a set of 
transfer learning algorithms based on Convolutional Neural 
Networks (CNNs) are leveraged for deep feature extraction. 
Then, a multi-class classification algorithm is exploited based on 
the performance of the classifiers on each deep feature set. The 
DeepFood framework is evaluated on a multi-class dataset that 
includes 41 classes of food ingredients and 100 images for each 
class. Experimental results illustrate the effectiveness of the 
DeepFood framework for multi-class classification of food 
ingredients. This model that integrates ResNet deep feature sets, 
Information Gain (IG) feature selection, and the SMO classifier 
has shown its supremacy for food-ingredients recognition 
compared to several existing work in this area. 

Keywords—Image classification, Food recognition, Multi-class 
classification, Deep learning, Feature extraction, Convolutional 
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I. INTRODUCTION  

Food has always been essential in human life and attracted 
people’s attention more than before. Currently, food supplies 
depend on human visual inspection to evaluate the qualified 
food ingredients and label them properly. This process is 
extremely laborious, tedious, and costly [1]. Therefore, a food 
detection system that can automatically classify qualified food 
ingredients is imperative.  

Nowadays, image processing and recognition achieve rapid 
advancements in different applications [2, 3, 4, 5, 6, 7], such as 
surveillance systems, medical imaging, remote sensing, to 
name a few. Various research work has shown that machine 
learning and data mining techniques can be utilized to classify 
food images automatically [1, 8, 9]. However, existing food 
detection approaches mainly focus on diet [9, 10, 11], and 
available datasets are usually composed of food meals  pictures  

 
(a) Food meals                                              (b) Food ingredients 

Fig. 1. Example of two different food image datasets 

as shown in Fig. 1(a). Currently, there are very few food 
ingredients datasets available (as shown in Fig. 1(b)), and thus, 
there is limited work on multi-class classification of food 
ingredient images in the literature [1]. To effectively classify  
different food ingredients, in this paper, we propose an 
automatic multi-class classification framework using 
Convolutional Neural Networks (CNNs). 

In 2006, Hinton et al. proposed that low-dimensional codes 
can be acquired from high-dimensional data by training a 
multilayer neural network with a small central layer to generate 
high-dimensional input vectors [12]. Since then, deep learning 
has been utilized in many applications, and receiving 
continuous attention in both academia and industry [13, 14, 15]. 
Because of the impressive performance of deep learning in 
image recognition, in this paper, it is applied to the multi-class 
classification of food ingredients. The recent research studies 
in deep learning showed that neural networks have been 
expanded deeper and wider [14, 16]. For example, on the 
ILSVRC 2015 classification task, the depth of residual nets 
reached over 150 layers,  eight times deeper than VGG nets 
[17]. With the extension of network’s depth and width, it is 
feasible to extract more thriving and high-level features 
compared to the shallow networks [18]. 

One of the main challenges is that it requires a large-scale 
image data to train a deep learning model from scratch, such as 
the ImageNet dataset which includes millions of labeled 
images. Till now, the problem has been addressed by two 
important methods. The first approach is fine-tuning that takes 
an already learned model, adapts the architecture, and resumes 
training from the model weights already trained [8]. Another 
solution is using a pre-trained deep learning with a large-scale 
dataset as a fixed feature extractor for a small-scale data. The 
question is, for the multi-class food ingredients dataset, which 
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technique will generate a better performance. In [1], a fine-
tuned CNN model for food ingredients is described, and its 
best accuracy is only about 60%. Another issue is whether the 
extracted features from a pre-trained deep learning on a 
different dataset (e.g., ImageNet) improve the performance of 
multi-class classification of food ingredients. Several studies 
have confirmed the effectiveness of  deep learning features in 
various applications [8, 19, 20, 21]. 

To address the aforementioned problems, this paper 
presents a new framework, called DeepFood, for multi-class 
classification of food ingredients using deep learning. This 
approach extracts rich and effective features using CNNs and 
classifies food ingredient images. The comprehensive 
experimental results show that the proposed food classification 
framework significantly improves the recognition accuracy. 

The remainder of the paper is organized as follows.  First, 
an overview of the state-of-the-art research in food detection 
and CNNs is provided in section 2. Section 3 presents the 
details of the proposed multi-class food classification. Section 
4 analyzes the experimental results on three different CNN 
models. Finally, the paper is summarized in section 5. 

II. RELATED WORK  

A. Food detection  

Regarding the food recognition, there are several 
advancements in the literature, especially in the last few years. 
In [22] and [23], both global and local features of food images 
are extracted for food classification. The former uses the k-
nearest neighbors and vocabulary trees, while the latter 
integrates the local appearance and structural information of 
food objects for the food image classification task.  Farinella et 
al. [24] used visual word distributions (Bag of Textons)  to 
represent food images and a Supported Vector Machine (SVM) 
to classify them. Bettadapura et al. [25] utilized the context of 
where the picture was taken as the features to classify the food 
being consumed. That dataset is composed of real-world food 
images that are labeled based on the foods from five different 
countries (American, Indian, Italian, Mexican, and Thai).  

Joutou et al. [9] used a Japanese food dataset for food 
recognition. They introduced a multiple kernel learning to 
integrate several kinds of image features such as color, texture, 
and Scale Invariant Feature Transform (SIFT), and achieved 
61.34% classification rate based on the 50 kinds of hand-
selection food images from the Web. Hoashi et al. [10] 
recognized 85 food items, achieving 62.5% accuracy for the 
recognition of Japanese food images. They used multiple 
kernel learning for feature fusion as their learning method. The 
Pittsburgh Fast-food Image Dataset (PFID) [26] is the first 
publicly available food dataset that contains 101 classes and 
has three instances per class. Chen et al. [27] described the 
food classification on a dataset with 50 Chinese food categories. 
Zhu et al. [28] proposed a food recognition method using a 
small dataset, which was intended to be used in a smartphone-
based food-logging system as part of their Technology 
Assisted Dietary Assessment project. Bossard et al. [29] 
introduced a novel method to simultaneously mine 
discriminative food image superpixels (components) using 

Random Forest and evaluated the method on Food-101 
(downloaded from foodspotting.com). 

Recently, deep learning has become very effective for 
large-scale object recognition and has been leveraged widely in 
the food image recognition applications. A fast auto-clean 
CNN model for the classification of food ingredients is 
proposed in [1]. The framework describes a fine-tuning 
technique with CNNs for online prediction of food ingredients. 
Yanai et al. [8] used 1000 food-related categories for the pre-
training of deep CNNs (DCNNs) and achieved a better 
performance on food classification. First, they selected the 
1000 food-related categories from ImageNet with 2000 
categories and combined them with the ILSVRC 1000 
ImageNet Categories. Second, they pre-trained two DCNNs on 
the two datasets respectively using Caffe, as well as fine-tuning 
the two pre-trained DCNNs. The experimental results show 
that the fine-tuned DCNN with 2000 categories reaches to the 
best result. It is worth noting that the fined-tuned DCNN was 
trained based on the former pre-trained DCNN. Kagaya et al. 
[11] applied a CNN for food detection and recognition and 
constructed their dataset of ten food items in a publicly 
available food-logging system. In [30], the authors leveraged 
CNN to classify food/non-food images based on three different 
datasets. Christodoulidis et al. [31] described food recognition 
with a patch-wise manner and a voting technique using a 6-
layer CNN. Ciocca et al. [32] introduced a food recognition 
algorithm with a food dataset called UNIMIB2016 that 
contains 73 food classes and a total of 3616 food instances. 
They utilized multi features to classify food, and their 
experiment results showed that the CNNs-based features 
obtained a better performance. 

B. Convolutional neural networks 

Recently, deep learning has become a popular topic in the 
literature which is originated from traditional artificial neural 
networks. Currently, Convolutional Neural Networks (CNNs) 
are commonly utilized in computer vision. Specifically, deep 
convolutional neural networks have led to a series of 
breakthroughs in image classification [13, 14, 33]. 

AlexNet [13] is the first architecture leveraging deep 
convolutional layers for image classification. The framework 
developed by Alex Krizhevsky et al. outstandingly performed 
better than the other advanced methods in ImageNet Large 
Scale Visual Recognition Challenge (ILSVRC) 2012. It 
includes several convolutional and pooling layers stacked on 
top of each other rather than a single convolutional layer 
followed by a pooling layer. 

GoogLeNet [16] is the ILSVRC 2014 winner that is a 
deeper and wider CNN developed by Google. Its main module 
is also known as Inception that dramatically reduces the 
number of parameters in the network. In addition, GoogLeNet 
uses average pooling instead of fully connected layers at the 
top of the CNN, which eliminates a large number of network 
parameters. The accuracy using GoogleLeNet is 43.9% in the 
2014 ILSVRC, which is much higher than top results (22.6%) 
in the 2013 ILSVRC. 

To date, a new deep architecture called “Deep Residual 
Learning” [14] becomes the milestone of CNNs. Residual 



 

 

Network (ResNet) developed by Kaiming He et al. from 
Microsoft was the winner of ILSVRC 2015 and COCO 2015 
competitions on ImageNet detection and localizations, as well 
as COCO segmentation and detection. It is extremely deeper 
than the previous frameworks. The residual architecture is 
proved to easily design a substantially deeper CNN than before 
because it provides a residual learning that decreases the 
degradation. 

All the aforementioned CNNs, as well as other well-known 
deep learning architectures, have achieved a series of 
breakthroughs in image processing. It is worth noting that very 
large-scale datasets are needed to train a deep CNN model. 
However, collecting and annotating such datasets are difficult 
and cumbersome, and training deep learning using small 
datasets is necessary but very challenging. Therefore, this 
paper presents a multi-class classification framework for small 
and medium scale food ingredients datasets using transfer 
learning. 

III. THE PROPOSED DEEPFOOD FRAMEWORK  

In this study, we propose an automatic multi-class 
classification of food ingredients using deep learning feature 
extraction, feature selection, and SMO classifier. The 
framework is shown in Fig. 2, which includes three main 
modules: (1) two-level feature extraction using CNNs, (2) 
feature selection, and (3) classification.  

A. Feature Extraction using CNNs 

In many real-world problems, it is common to classify a 
small-scale dataset where training a deep learning from scratch 
is not possible. Instead, transfer learning is a popular technique 
for classifying medium and small-size datasets. In the deep 
learning area, transfer learning is the process of applying a pre-
trained deep model such as CNN which is originally trained on 
a large-scale dataset (e.g., ImageNet dataset) and used as a 
fixed feature extractor for a small-scale data. The raw images 
are given as the input of a pre-trained CNN and then activation 
vectors are derived from its intermediate layers. CNN vectors 
are propagated into the upper layers and the extracted vectors 
can be regarded as the image features. The CNN features are 
commonly extracted from the last output layers of the pre-
trained CNN.  

CNN is a multilayer artificial neural network which 
incorporates both unsupervised feature extraction and 
classification. A CNN takes raw images as the input and 
generates the final classification scores. Specifically, the 
neurons in a layer are arranged in three dimensions: width, 
height, and depth, which are only connected to a small region 
of its previous layer. The last layer of CNN reduces the full 
image into a single vector of class scores. In general, a  CNN is 
a series of layers and the most popular ones include 
Convolutional (Conv), Pooling, Rectified Linear Units (ReLU), 
and Fully-Connected (FC) layers. The Convovlutional layer is 
characterized by the sparse connectivity and sharing weights. It 
computes the output of neurons connected to the local regions 
in the inputs from the previous layer and shares the weights 
within each feature map corresponding to the kernels in the 
same layer. 

 

Fig. 2.  The proposed multi-class classification framework 

The output of convolution passes through an activation 
function that produces nonlinearities in an element-wise 
fashion. A pooling layer makes a downsampling along the 
spatial dimension (width, height) of the previous layer volume. 
For instance, a [32*32*10] input will be subsampled to 
[16*16*10] in a pooling layer with a filter size 2 and stride 2. 
Max or mean pooling replaces the input values with the 
maximum or the mean value, respectively. A ReLU layer 
applies an elementwise activation function, i.e. max(0, x). The 
FC layer computes the final class scores in which all neurons 
are connected to the ones in the previous volume and the 
number of the output volume will be equal to the number of 
classes. This part of the CNN performs the supervised 
classification. When a CNN is built with a cascade of layers 
above in a proper way, the CNN transforms the original pixel 
values of a raw image to the final class scores. Similar to the 
traditional Multilayer Perceptron, in the Conv/FC layers, the 
parameters are trained with gradient descent so that the neuron 
weights are updated in each iteration to reduce the final 
classification errors regarding the training set. A gradient 
descent method is applied using the back propagation 
technique for training a CNN. In Fig. 2, the two-level CNN 
feature extraction module utilized in this paper is shown. The 
last two layers in each CNN model, either pooling or FC, are 
used as two different sets of features which are further used for 
the feature selection and classification. In this paper, three 
popular and state-of-the-art CNNs are applied to extract visual 
feature vectors as described below.  

AlexNet [13]: was developed in 2011 and considered as the 
first deep network disseminated deep learning in computer 
vision area. It downsamples the raw RGB images into a fixed 
resolution of 256*256 pixels. The network contains eight 
layers, where the first five are convolutional layers, including 
ReLU and pooling layers, and the remaining three are fully 
connected layers. The numbers of features in the seventh and 
eighth layers are 4096 and 1000, respectively. 

CafffeNet [34]: a reproduction of AlexNet with some 
improvements. It is developed and trained by the Berkeley 
Vision group. CaffeNet is trained with the relighting data-
augmentation, and the pooling layer in the architecture is done 
before the normalization. The numbers of features in the last 
two layers of the net are the same as those in Alexnet. 

ResNet [14]:  was developed by Microsoft research in 2015. 
It includes special residual connections and heavily uses batch 
normalization. The last two layers in RestNet-50 are a pooling 



 

 

layer and an FC layer, where the output numbers of features 
are 2048 and 1000, respectively. The network shows better 
performance than the smaller (34-layers) ones. So far, many 
visual image applications benefit from ResNet. 

In Fig. 2, iteratively using a function across the local-region of 
the whole input in a convolutional layer produces a lot of 
feature maps. That means the input data is convoluted with 
linear filters coming after nonlinear activation functions. As 
shown in Equation 1, the kth feature vector at the kth layer is 
defined as xk

ij, where k is the given layer, i and j are the sizes of 
the input data, xk-1

ij is the input data from the former layer, θ is 
an activation function like sigmoid, and the filters of the kth 
layer are denoted as ω k

ij (weights) and βk
j (bias). A pooling 

layer is a nonlinear down-sampling going behind each 
convolutional layer. It decreases the number of feature 
elements by presenting sparseness, as well as provides extra 
sturdiness to the CNN. This layer gets a small piece from the 
former convolutional layer and generates an individual output 
as shown in Equation 2, where δk

ij is a multiplicative bias and 
down(.) is a subsampling function such as max. 
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In the DeepFood framework, the feature extraction takes 
the advantage of the transfer learning technique using CNNs. 
First, the dataset is separated into training T and testing T. T is 
defined as T={(t1, c1), (t2, c2), …, (tN, cN}, where ti is the ith 
training instance, N is the total number of training instances, 
and ci ∈C is the ith food image’s class label. Classes C={lab1, 
lab2, …, labNc} and Nc is the total number of food classes. 
Second, the pre-trained model (e.g., ResNet) and its last two 
layers h={1, 2} are used for unsupervised feature extraction. In 
addition, the extracted feature sets are stored in Fh = {fh

1, fh
2, …, 

fh
Nh } where fh

i is the ith
 feature vector from the layer h, and Nh 

is the number of extracted features from this layer. 

    In sum, high-level and efficient features are extracted by 
applying the proposed two-level CNN feature extraction 
module with transfer learning (as shown in Fig. 2). 

B. Feature selection 

In the past fifteen years, studies on generic object 
recognition have proposed various feature representations [35, 
36, 37]. Especially, Histogram of Oriented Gradients (HOG) 
[35], Bag-of-Features [38], and Scale Invariant Feature 
Transform (SIFT) [37] are powerful features that have been 
widely applied in computer vision. However, recently, deep 
learning has been rapidly developed for image recognition and 
has exceedingly raised the performance levels [38].  CNNs try 
to represent visual data with the high-level abstractions by 
using architectures composed of multiple non-linear 
transformations. In [39], the effectiveness of CNN features is 
confirmed with the experiments on Caltech-101 and SUN-397 
datasets. CNN features have been proved to be valid for image 
classification in many applications [8, 13, 14, 21]. Therefore, 

this paper extracts rich and high-level features with transfer 
learning based on the pre-trained CNN models.  

One important fact remained is the high-dimension of deep 
features compared to the hand-crafted ones. Therefore, how to 
optimize the deep features in an efficient manner is a critical 
challenge. For this purpose, we leverage several attribute 
evaluators and search techniques in the feature selection 
module of the DeepFood framework (shown in Fig. 2). Since 
the number of deep features using deep learning is numerous, 
it will cost too much time to classify food ingredients. In 
addition, the deep features are naturally sparse and may 
include lots of irrelevant information. Therefore, feature 
selection is a proper way that reduces the dimensionality of 
the feature space and gets rid of redundant, slightly useful or 
noisy features. Our proposed framework utilizes three 
different feature evaluators including Principal Component 
Analysis (PCA), Correlation Feature Selection (CFS), and 
Information Gain (IG).  PCA [40] is a common and useful 
statistical technique that decreases the image representation 
dimensionality and aims at minimizing the losses in the 
variance of raw data. As a domain independent and 
unsupervised technique, PCA is applied to a diversity of data 
[41]. CFS [42], on the other hand, is a simple and fast feature 
selector that removes redundant, irrelevant and noisy data in 
less computational time than the state-of-the-art feature 
selection algorithms (such as PCA). It selects a subset of raw 
data based on the following hypothesis: good feature subsets 
are uncorrelated to each other, yet highly correlated with the 
classification. IG is also a very effective and popular approach 
that evaluates features respectively for category prediction. 
Specifically, it measures the entropy or uncertainty in a feature 
set and selects the one with the highest information. Yang and 
Pedersen [43] showed that IG is more effective than other 
feature selection algorithms including mutual information, 
term strength, etc. 

Algorithm 1 illustrates the proposed feature selection 
procedure which creates a series of feature subsets using PCA, 
CFS, and IG. The input includes a matrix containing all 
training instances T and feature sets Fh, as well as all attribute 
evaluators  A  including  PCA, CFS and IG, and the Threshold  

Algorithm 1. Feature Selection Based on Deep Features 

Input: Feature sets F{fh, h=1, 2}, Training T{(ti, ci), i=1, 2, …, N}, Attribute 
Evaluators A{(aj), j=1, 2, 3}, Threshold matrix V{Vj}, Vj={vs, s=1, 
2, …, Nv}, p=0, q=0 

Output: Feature sets: FT  and Nft   
1:    for all fh do  
2:        for all aj do 
3:            fsp  aj (T,  fh); 
4:            frp  Feature Ranking(fsp); 
5:            p = p+1; 
6:            for all vs in Vj  
7:                ftq  Threshold (frp, vs); 
8:                q = q+1; 

9:          end for 
10:      end for         
11:  end for 
12:  Nft = q; 
13:  return ftq and Nft           



 

 

Matrix V. In this algorithm, A = {(aj), j=1, 2, 3}, where aj is 
the jth attribute evaluator, and V is defined as V={Vj} in which 
each Vj is a one-dimensional vector composed of Nv thresholds 
corresponding to aj. The algorithm’s output includes the 
selected feature subsets FT, and its size Nft. First, different 
attribute evaluators are used to evaluate all the deep feature 
sets (as shown in the first and second loops in Algorithm 1). 
Each raw feature set is evaluated by each attribute evaluator aj 
in line 3. Then, feature ranking is applied based on feature 
evaluation scores, and a newly ranked feature set frp is 
generated in line 5. Last, an efficient feature subset, ftq is 
created using the Threshold function in line 8. The Threshold 
is used to remove features from frp whose evaluation score is 
less than vs. 

C. Classification  

After feature subsets are produced with the attribute 
selectors, how to optimally train a model and classify the data 
is a key problem. For this purpose, the DeepFood framework 
leverages Sequential Minimal Optimization (SMO) with cross 
validation for training models (shown in Fig. 2). SMO is an 
improved algorithm for training Support Vector Machines 
(SVM) on classification tasks. SVM is an optimized model 
that simultaneously minimizes both the prediction error and 
model complexity. However, SVM has been hindered due to 
the complex and expensive Quadratic Programming (QP) 
solvers for years. Afterwards, SMO [44] is proposed as an 
efficient solution to iteratively solve QP by breaking it into 
smallest possible sub-problems.    

In this paper, the classification module contains two main 
steps: training and testing. First, the dataset is split into 
training T and testing T using three-fold cross validation. T is 
already defined in Section III (A). T = {(t1, c1), (t2, c2), …, (tNt, 
cNt}, where ti is the ith testing instance, and Nt is the total 
number of testing instances.  

In the training phase, multiple SMOs are trained to classify 
multi-class food ingredients using the training instances T and 
different feature sets FT described in Section III (B). In testing, 
all the trained SMO models are utilized to predict the label of 
each testing instance as shown in Algorithm 2. The inputs of 
the testing algorithm include testing data T and the 
corresponding  feature  representation  FT,  as  well  as  all the  

Alogrithm 2. Evaluating the multi-class classification framework 

Input: Testing instances T {(tj, cj), j=1, 2, …, Nt}, and Feature sets FT{ftq, 

q=1, 2, …, Nft}, Trained models SMOs  
Output: Predicted labels PLij and average accuracy Acci  

1:    for all SMOi ∈ SMOs do  

2:        for all (tj, cj) ∈T 
3:            PLij  SM Oi (T ); 
4:        end for 
5:        NCi  ∑Correct label instances 

6:        
t

i
i N

NC
Acc   

7:    end for 
8:    return PLij, Acci 

trained models SMOs. Its output is a predicted label set PL, 
and an accuracy set Acc. In Algorithm 2, the accuracy is 
calculated for each SMO model. The jth test instance is 
predicted as PLij using SMOi in line 3. The test instances 
whose labels are correctly predicted using SMOi are summed 
as NCi in line 5. Then, the accuracy of SMOi is calculated as 
Acci in line 6. Last, all the predicted labels and the accuracy 
values are returned in line 8. 

IV. EXPERIMENTAL ANALAYSIS  

A. Food Dataset  

In this research, the dataset of food ingredients is provided 
by a large food supply chain platform in China 1  called 
Mealcome (MLC dataset) [1]. The initial food ingredient 
pictures were taken in the field which contains a mixture of 
various backgrounds and food ingredients. Some of the original 
images are easy to be distinguished by human vision, while 
others are difficult to be classified into different food classes 
because of blurriness, noise, illumination, overexposure, or 
some other reasons. Therefore, we removed noisy images and 
picked clearly distinguished images and classified them into 
different food classes. Finally, the MLC-41 dataset was 
constructed including 41 food labels and 100 images for each 
label, and each image resolution is changed to 640*480 pixels 
to have a more accurate feature extraction and food recognition. 
Although this dataset is balanced, the number of classes is very 
high in comparison with the number of images in each class. 
This makes the training process more challenging. Some 
samples of our dataset are shown in Fig. 3. 

B. Experimental Setup 

In a multi-class classification, how to evaluate the 
framework is important. In general, metrics such as Precision, 
Recall, and F1 measure are suitable for binary classification, 
especially imbalanced datasets. Since our dataset is balanced 
and the task is multi-class classification, we utilize the 
accuracy metric to evaluate our proposed DeepFood 
framework. 

     Caffe [34] is a popular deep learning tool which includes 
modern and advanced deep learning techniques. In addition, it 
contains  a   series  of  pre-trained  reference  models,  such  as  

 
Fig. 3. Image Samples of MLC-41 
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AlexNet, CaffeNet, GoogleNet, and ResNet. To evaluate our 
proposed framework, we compared our proposed feature 
extractor with AlexNet and CaffeNet models. More 
specifically, in Section II-B and III-A, these pre-trained CNN 
models are described. In this work, deep features are extracted 
from the last two layers of each model. For instance, layers 
“fc7” and “fc8” of CaffeNet and AlexNet, and “pool5” and 
“fc1000” of ResNet are the output layers utilized in the feature 
extraction module. The layer “fc7” generates a 4096-
dimension feature vector, “fc8” and “fc1000” generates a 
1000-dimension feature vector, and “pool5” produces a 2048-
dimension vector from the three selected models. Additionally, 
different benchmark classifiers such as Random Forest, 
Bagging, and BayesNet are compared with SMO which is 
used in the proposed DeepFood framework. 

C. Experimental Results  

The framework for multi-class classification of food 
ingredients is evaluated on the MLC-41 dataset. This 
experiment not only applies several feature evaluators 
including PCA, CFS, and IG, but also uses ranking metrics as 
a filter to select the best deep feature subsets. All the features 
extracted from the deep learning models are selected to build a 
series of new feature subsets using the attribute evaluators. 
Each classifier is tuned to reach to its highest performance on 
the MLC-41 dataset and evaluated using the 3-fold cross 
validation. 

The average accuracy of various deep feature sets integrated 
with different deep learning models and feature selection 
methods are shown in Table 1. According to this Table, the 
deep features extracted using CNNs improve the performance 
for the multi-class classification of food ingredients. Most 
importantly, ResNet beats another two CNN models (AlexNet 
and CaffeNet) when they are applied to extract features from 
our dataset. The average accuracy of the multi-class 
classification of food ingredients using the DeepFood 
framework with RestNet and IG feature selection attains the 
highest value, where the average accuracy reaches to 87.78%. 
The average performance of AlexNet is very close to CaffeNet.  

The original deep features maintain a better average accuracy 
than other selected feature sets with PCA, CFS and IG using 
AlexNet and CaffeNet. However, using the presented 
framework with ResNet, IG gets the best feature set and 
attains the highest average accuracy. Thus, the DeepFood 
framework enhances the overall performance for multi-class 
classification of food ingredients. 

Table 2 shows the accuracy comparison between different 
deep-learning layers and feature evaluators. In the DeepFood 
framework, we extract features from the last two layers of 
deep learning. As can be seen from Table 2, both layers in 
ResNet achieve much higher accuracy (almost 10%) than 
other deep learning benchmarks. A similar behavior is shown 
in Tables 1 and 3. Specifically, the “fc7” and “pool5” layers 
have better performance than the last layer in each network 
(e.g., “fc8” or “fc1000” layer). Therefore, based on the 
experiment, it can be concluded that the second last layer is 
better for feature extraction than the last layer of a CNN. The 
main reason is that the last layer generates the final score 
(probability) for each class in the pre-trained models. Since 
the classes in the original dataset (e.g., ImageNet) may be very 
different with the current dataset (MLC-41), the final scores 
are not as discriminative and general as the outputs of the 
former layers. In addition, the last layer generates the same 
number of features as the classes (1000 for ImageNet) which 
is less than the second to last layer (4096 or 2048 features). 
Table 3 describes the accuracy comparison between various 
CNN models and classifiers. Our experiments show that the 
DeepFood framework integrating ResNet deep feature sets, 
Information Gain (IG) feature selection, and the SMO 
classifier is superior to other techniques for food-ingredients 
recognition. As can be inferred from Table 3, the best average 
accuracy results are 80.42%, 80.76%, and 87.78% from SMO 
using different deep feature sets. The next best results have the 
average accuracy of 71.32%, 71.10% and 82.07% from the 
BayesNet classifier. Based on the experimental results, one 
can conclude the effectiveness of the proposed framework 
which significantly improves the accuracy of the food- 
ingredients classification. The best model is acquired with an 
integration  of  the  ResNet  feature  sets  with  the  IG feature

Table 1. Accuracy comparison between different deep learning and feature selection methods 

Deep learning 
model 

Feature selection 

original PCA CFS IG 

AlexNet 

Fold1 78.419 Fold1 76.664 Fold1 76.664 Fold1 78.346 

Fold2 80.248 Fold2 77.980 Fold2 77.029 Fold2 80.395 

Fold3 82.576 Fold3 78.038 Fold3 77.525 Fold3 82.503 

Avg 80.415 Avg 77.561 Avg 77.073 Avg 80.415 

CaffeNet 

Fold1 79.590 Fold1 77.761 Fold1 76.152 Fold1 79.444 

Fold2 81.419 Fold2 80.321 Fold2 78.419 Fold2 81.858 

Fold3 81.259 Fold3 77.672 Fold3 75.988 Fold3 80.600 

Avg 80.756 Avg 78.585 Avg 76.853 Avg 80.634 

ResNet 

Fold1 86.466 Fold1 84.784 Fold1 86.174 Fold1 87.052 

Fold2 88.588 Fold2 86.466 Fold2 88.880 Fold2 88.222 

Fold3 87.847 Fold3 86.896 Fold3 88.213 Fold3 88.067 

Avg 87.634 Avg 86.048 Avg 87.756 Avg 87.780 



 

 

Table 2. Accuracy comparison between different deep-learning layers and feature selection methods 

Deep 
learning 
model 

Feature selection 

original PCA CFS IG 

AlexNet 

fc7 80.415 fc7 77.561 fc7 76.317 fc7 80.415 

fc8 74.878 fc8 75.000 fc8 75.097 fc8 74.976 

CaffeNet 

fc7 80.756 fc7 78.585 fc7 76.390 fc7 80.634 

fc8 75.268 fc8 75.804 fc8 74.609 fc8 75.122 

ResNet 

pool5 87.634 pool5 86.049 pool5 87.756 pool5 87.780 

fc1000 84.780 fc1000 84.975 fc1000 84.585 fc1000 84.878 
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Fig. 4. Performance evaluation for different classifiers on various food ingredients classes 

 

Table 3. Accuracy comparison between different deep learning and classifiers 

Deep 
learning 
model 

Classifiers 
Random 
Forest Bagging BayesNet SMO 

AlexNet 71.561  56.683  71.317  80.415  

CaffeNet 71.000  56.854  71.098 80.756  

ResNet 81.585  69.781  82.073  87.781  

selection and SMO classification which accurately classifies 
the food-ingredients in this dataset. To further evaluate the 
proposed DeepFood framework, it is compared with another 
work used the MLC-41 dataset. In [1], the top1 accuracy using 
AlexNet is about 60% and is less than 50% using CaffeNet, 
while the average accuracy of the proposed framework using 
AlexNet is 80.42%, and using CaffeNet is 80.76% as shown in 
Table 3. It is a significant improvement comparing to the 
method in [1]. 

Fig. 3 also shows a visualized performance comparison of 
the results. In this figure, the F1 Measure of each classifier on 
all food classes is depicted. As can be seen from the figure, the 
SMO outperforms other classifiers in all the classes, and the 
F1 measure reaches to 100% for several classes. Overall, the 

F1 measure plot of each classifier on almost all food classes is 
fluctuating in the range of 60% to 100%. Since our proposed 
framework exploits the extracted features using deep learning, 
it successfully improves the performance of multi-class 
classification of food ingredients. 

In conclusion, the extensive experimental results 
demonstrate the effectiveness of the proposed DeepFood 
framework which has a very high performance for multi-class 
classification of food ingredients compared to other existing 
methods. Additionally, the DeepFood model combines the 
advantages of the ResNet deep feature sets, Information Gain 
(IG) feature selection, and the SMO classifier. 

V. CONCLUSION  

This paper proposes the DeepFood framework, an 
automatic multi-class classification of food ingredients using 
deep learning, which integrates different deep feature sets and 
several feature selections as well as an optimized classifier 
called SMO. The architecture is designed to classify small or 
medium datasets, which is a very general and necessary task in 
the real-world applications. However, it can be easily extended 
for large-scale data in the future. For a special purpose,  it is 
employed to the multi-class classification of food ingredients. 



 

 

The performance of the proposed architecture is evaluated with 
a series of experiments by comparing the accuracy among 
different deep learning models, various feature selections, and 
classifiers. The experimental results show the improvement 
and effectiveness of the DeepFood framework for multi-class 
classification of food ingredients. 
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